A Gaze Tracking Method as an IPTV Interface
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Abstract—In this paper, we propose a new wearable gaze tracking system based on the glasses-frame-based device which includes an eyecapturing camera. Gaze positions are calculated based on the geometric transform. Also, errors caused by facial movements are compensated by using the geometric relation of two corneal specular reflections. Menu selection is implemented based on the dwell time of gaze position. Experiments are performed in order to confirm the feasibility for applying the proposed method to internet protocol television (IPTV) with large scaled screen. Experimental results showed that the average root mean square (RMS) error of gaze detection under allowing facial movements was 1.38 degrees.
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I. INTRODUCTION

IPTV provides user with various kinds of multimedia services(television, video, audio, text, graphics and data) that are delivered over managed IP based networks with appropriate QoS/QoE, security, interactivity and reliability [1]. To control various TV menus, a remote controller is commonly used. However, according to diversification of TV’s function, it becomes very difficult to include such great functionalities on a remote controller. Moreover, televiewers look forward to more comfortable and convenient input device without moving her hands. Therefore, we propose a gazetracking system that can be adopted in the IPTV environment. Gaze tracking is a technology to obtain the direction or position which a user is looking at. Gaze tracking technology can be categorized into two classes such as ‘remote gaze tracking method’ and ‘head-mounted gaze tracking method’. In the remote gaze tracking method, a narrow view camera with high magnification lens captures user’s eye region based on the information from the wide view camera which tracks user’s eye position from the face image. Both cameras are operated by panning & tilting mechanism. This method can give the convenience to user because of allowing comparatively natural facial movements. However, the method has the drawback that the cost and processing complexity is high. That is because it requires the additional mechanism for zooming, panning, and tilting of narrow view camera. And it requires the complicated algorithms for detecting face and eye regions by wide view camera including the calibration procedure between narrow and wide view cameras. In some methods, expensive stereo camera is used for estimating three dimensional eye positions [2].

In the head mounted gaze tracking method, a user should wear a head mounted device including a camera and near infrared (NIR) illuminators which can capture the eye image of user [3-6]. In the researches, the gaze tracking methods based on head mounted display (HMD) are introduced [3][4][6]. It was not necessary to consider the head movements because the virtual screen in the HMD is also moved simultaneously with a user’s head movements. However, gaze estimation accuracy can be degraded by the slipping down of HMD after the initial user-dependent calibration. In another method, they used a gaze tracker including only a head mounted camera [8]. However, since an eye and a frontal scene images are captured at a time in one image, gaze tracking accuracy is not reliable.

To overcome such problems, we propose a new wearable gaze tracking method based on the glasses-frame-based device which includes an eye capturing camera. It allows the natural movements of user, which can be possible by the geometric relation of two specular reflections generated by two infrared illuminators attached on the upper part of IPTV frame.

This paper consists of following parts. In section II, explanations of the proposed device and method are described. Experimental results, applications and conclusion are shown in section III, IV and V, respectively.

II. PROPOSED METHOD

A. Overview of the proposed method

Fig. 1 shows an overview of the proposed method. Firstly, user-dependent calibration is performed in order to define pupil movable area in captured eye image as Fig. 1 (1). Then, positions of a pupil center and two specular reflections are extracted from a captured eye image as Fig. 1 (2) ~ (4). Based on the above defined pupil movable area, the coarse gaze position on the IPTV plane is calculated as Fig. 1 (5). However,
since this position can include errors caused by facial movements after the user-dependent calibration, the errors are compensated by using the geometry of the above extracted two specular reflections as Fig. 1 (6). Consequently, as shown in Fig. 1 (7) and (8), the compensated gaze position is determined on the IPTV plane including a selection event according to a measured dwell time of fixed gaze position.

Consequently, as shown in Fig. 1 (7) and (8), the compensated gaze position is determined on the IPTV plane including a selection event according to a measured dwell time of fixed gaze position.

Figure 2. The proposed gaze tracking device. (a) A glasses frame based eye capturing device. (b) Attached two IR-LEDs on the upper frame of IPTV.

NIR illuminators are equipped top of IPTV as shown in figure 2 (b). The wavelength of the illuminator is 850nm, so it does not make any dazzling to user’s eye. Since the eyelid easily occludes the upper and the lower part of iris region, we use a pupil region instead of iris region for gaze estimation.

C. Gaze Tracking Algorithm

A. User-dependent calibration

To calculate the gaze position on an IPTV from the eye image, a user should carry out user-dependent calibration, which consisted of four stages, in which the user gazes at four corner positions of the IPTV screen (upper left, upper right, lower left, and lower right). After that, our system calculated each user’s eye gaze position on an IPTV screen based on the four center positions of pupil.

After user-dependent calibration, the tetragon shape generated by four pupil center positions is projected onto the rectangle of the screen plane by using the Geometric transform. The geometric transform process refers to the way of defining the relationship between a tetragon and a rectangle. Detail explanations are described in section II-C.D.

B. Detecting the center of pupil

To detect the pupil center in captured eye image, we used two methods such as circular edge detection and local binarization. The template for circular edge detection is composed of two scalable circles. Through circular edge detection, the position at which the maximum difference value between the inner and outer circles is calculated is regarded as the pupil region. That is because the gray level difference between pupil and iris is greatest compared to other regions. However, in general, the pupil is not an intact circle shape and the shape becomes ellipse or distorted in case that a users gazes at the IPTV’s corner area. In such case, the detected center of pupil by circular edge detection is not accurate.

Therefore, the post processing using local binarization is performed based on the coarse pupil center determined using the circular edge detection. Also, morphological closing operation is performed for removing specular reflective regions. Consequently, the pupil center is determined by calculating the
center of black area.

C. Detecting regions of two specular reflections

To detect the center positions of two specular reflections caused by two IR-LEDs of Fig. 2 (b), local binarization is performed based on the detected pupil position. Local region is defined as 200 × 200 pixels based on the approximate iris diameter (10 ~ 12 mm) since the cornea curvature diameter is almost same that of iris [15]. After that, the component labelling method [15] is performed for separating two reflections. Consequently, each center position of two reflections is obtained which is used for compensating facial movements.

D. Calculating a coarse gaze position

Gaze position is calculated based on the four pupil center positions acquired at the user-dependent calibration stage and the detected pupil centers from continuously captured eye images.

\[ G = TW \]

(1)

As shown in Fig. 3, the geometric transform is performed for mapping pupil’s movable area into the screen [6][14]. The transform represents the relation between the distorted quadrilateral region (\( S_1 \)) and the rectangular region \( S_2 \). In Fig. 3, the quadrilateral region \( S_1 \) is defined by four eye gazing position at the user-dependent calibration stage. Since the IPTV screen \( S_2 \) has a pixel coordination based rectangular shape, a transform matrix \( T \) between \( S_1 \) and \( S_2 \) can be acquired by geometric transform method. Based on the obtained geometric transform matrix, the pupil position which is extracted in a captured eye image is corresponded onto one position of \( S_2 \).

Based on the obtained geometric transform matrix \( T \), the gaze position \( G(g_{x}, g_{y}) \) on the \( S_2 \) can be calculated from the pupil center \( W(w_{x}, w_{y}) \) in \( S_1 \) as following equation:

\[ G = TW \]

\[ g_x = \begin{bmatrix} a & b & c & d \end{bmatrix} \begin{bmatrix} w_x \n w_y \n 0 \n 0 \end{bmatrix} \]

(1)

Figure 3. Mapping a center of the pupil in the movable area of the pupil into the IPTV area.

E. Compensating errors caused by facial movements

Generally, the errors caused by facial movements should be compensated because this is naturally occurred after the user-dependent calibration. Therefore, to estimate such facial movements, the geometric change of two reflections is used. An example image of such specular reflections is shown in Fig. 4.

When facial movement occurs in three dimensional space, the distances between two reflections are changed. If a distance between user’s eye and the IPTV is near, the distances between two reflections is longer. In opposite case, the distance between two reflections becomes shorter. From that, we obtained the weighted average value about the change of Z-distance. Also, the facial movement can be estimated by analysing the position of two reflections. Consequently, the final gaze position \( (P(X, Y)) \), considering eye and facial movements is calculated as shown in Equation (2):

\[ P(X, Y) = (\bar{g}_x+w_x{\Delta d}_w, \bar{g}_y+w_y{\Delta d}_w) \]

\[ \bar{g}_x = \frac{g_x}{w_1{\Delta d}_w}, \quad \bar{g}_y = \frac{g_y}{w_1{\Delta d}_w} \]  

\[ {\Delta d}_w = \text{sgn}((d_w-d_1)), \quad \text{sgn}(x) = \begin{cases} 1, x > 0 \\ 0, x = 0 \\ -1, x < 0 \end{cases} \]  

In Equation (2), \( (g_x, g_y) \) is the coarse gaze position, calculated by Equation (1), \( {\Delta d}_w \) is the distance between two reflections, which can represent the distance between the IPTV screen and a user’s eye position. \( (\Delta d_x, \Delta d_y) \) is the facial movement value, which can be obtained by measuring translational offset of the reflections. \( w_1, w_2, w_x, w_y \) are the empirically determined weight values which represent the confidence levels among \( (\Delta d_x, \Delta d_y) \) and \( \Delta d_w \). Consequently, the errors caused by facial movements after user-dependent calibration can be compensated by analyzing two reflection’s geometry.

F. Selection method based on dwell time

Above explanations show the procedure of detecting gaze position. By using them, menu navigation or exploration can be
performed. However, there is no adequate method of triggering selection event such as mouse button clicking. To solve this problem, we used the scheme of measuring the dwell time of fixed gaze position [10]. Based on that, 3 seconds are empirically determined as a threshold of the dwell time of fixed gaze position.

III. EXPERIMENTAL RESULTS

The proposed method was tested on a desktop computer with Intel Core2 Quad 2.33GHz CPU and 4 GB RAM. The algorithm has been implemented by using microsoft foundation class (MFC) based C++, DirectShow of DirectX 9.0 SDK. 30 inch LCD monitor is used for simulating IPTV environment, which has the monitor resolution of 1,366 × 768 pixels.

Firstly, the gaze detection accuracy was measured under no allowing facial movements. In order to measure the root mean square (RMS) error of the gaze detection, subjects were requested to gaze at 12 reference points on the monitor plane. Five subjects participated in the experiment, and each subject performed five tests. The experimental results showed that the average RMS error between estimated gaze positions and ground-truth ones was 0.98 degrees as shown in case 1 of table 1, which corresponds to errors of 59 pixels in the used LCD monitor with resolution of 1,366 × 768 pixels.

Table 1. RMS errors of gaze detection. Cases 1, 2, and 3 are the results of no facial movements, allowing facial movements without compensation method and allowing facial movements with compensation method, respectively.

<table>
<thead>
<tr>
<th>Case</th>
<th>Accuracy (degrees)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.98</td>
</tr>
<tr>
<td>2</td>
<td>2.53</td>
</tr>
<tr>
<td>3</td>
<td>1.48</td>
</tr>
</tbody>
</table>

In the next experiment, we measured the gaze detection accuracy in terms of the RMS error when allowing facial movements without and with the proposed compensation procedure of facial movements. Experimental schemes were same with the first experiments. As shown in the cases 2 and 3 of table 1, the average RMS errors in two cases were 2.53 and 1.48 degrees, respectively.

Through above experimental results, we found that the gaze detection accuracy was absolutely degraded by facial movements and the proposed method fairly compensated the errors.

Fig. 5 shows an example of using the proposed system on IPTV environment.

IV. CONCLUSIONS

In this paper, we proposed a glasses frame based gaze tracking device and method which can be applied to the function control of IPTV. Our system tracks the user’s gaze position under allowing facial movements after the initial user-dependent calibration. An eye gaze position is calculated by using geometric transformation between two rectangular regions. Errors caused by facial movements after user-dependent calibration were compensated based on geometric relation of two specular reflections. To trigger selection events, the dwell time of fixed gaze position is used. Through the experimental results, we confirmed that our proposed method could be applied to the IPTV environments.

In future work, we will research remote typed gaze tracking system without wearing any devices based on the proposed algorithm. Also, more reliable and convenient triggering method of selection event will be considered to improve the throughput of IPTV control.
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