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Abstract—This paper proposes an immediate allocation with expires. It was shown that performance of IACG is better than
reallocation_(lAR) algorithm_ for a d_ynamic bandwidth allocation  that of GIANT [11].
of 10-gigabit-capable passive optical networks (XGPONSs). IAR Although IACG provides good performance, it does not

iterates scheduling with the unused bandwidth when bandwidth . . .
remains unused after the first scheduling. Moreover, IAR assigns effectively utilize the unallocated bandwidth of queues. When

an additional polling bandwidth to a queue in order to improve @ request size of a queue is less than its reserved service
scheduling efficiency. Using simulations, we show the proposedbandwidth, a part of bandwidth will remain unallocated. For

method improves performance compared to existing methods.  high scheduling efficiency, the unallocated bandwidth must be
Index Terms—Scheduling; XGPON; reallocation, dynamic jlized by queues whose request sizes are larger than their
bandwidth allocation; reserved service bandwidth. Also, for service fairness, the
unallocated bandwidth must be distributed to the queues in

. INTRODUCTION proportion to their service weights. However, IACG does not

o ) ] ) distribute the unallocated bandwidth to queues by considering
Gigabit passivee optical network (GPON) is one of the mg;e request size and the service weight.

jor standards in access networks. GPON consists of an opticaj, this paper, we propose an immediate allocation with
line termination (OLT), a passive splitter, and multiple opticg|iocation (IAR) algorithm in order to fairly utilize the
network units (ONUs). In downstream, the OLT broadcasigajiocated bandwidth and to decrease the bandwidth waste at
frames to ONUs using the passive splitter. In upstream, ONW&, same time. IAR is based on IACG but it repeats scheduling
transmit frames to the OLT in a time division multiplex manyit, the unallocated bandwidth if bandwidth remains unused
ner. The OLT performs dynamic bandwidth allocation (DBA)gier the first scheduling. When IAR repeats scheduling, the
to allocate non-overlapping transmission slots to ONUSs. assignable bandwidth of a queue has a lower limit to de-
Recently, to satisfy the high bandwidth demands, 1Qrease bandwidth waste. In addition, IAR assigns an additional
gigabit-capable PON (XGPON) has been developed by extengiling bandwidth to a queue in order to improve scheduling

ing GPON. In October 2010, ITU-T has published XGPORfficiency. Using simulations, we show that IAR is superior to
standards G.987.1 and G.987.3. XGPON Supports the data @E%Ung methods in mean de'ay and frame loss rate.

of 10 Gbps in the downstream direction and the data rate of
2.5 Gbps in the upstream direction [2]. Il. SYSTEM MODEL

GPON standards related to DBA are described in ITU-T An XGPON system consists of an OLT ahdONUs. ONU
(G.984.3 [3]. The standards are satisfied by only few GPOMnas multiple queues; one queug;, per each T-CONT type
DBA algorithms, such as a GigaPON access network (GJ: If an incoming frame of ONU; has the T-CONT typg,
ANT) algorithm [9], [10], predictive-colorless-grant offset-the frame is saved in the queyg. Also each queue;; has
based scheduling with flexible intervals (PCG-OSFI) [13], angs unique Allocation Identifier (AllocID).
immediate allocation with colorless grant (IACG) [11]. In downstream, XGPON operation is synchronized with a

In GIANT, the OLT maintains a down counter for eacltlownstream frame duration (DFD) that has a fixed length of
queue. The OLT is allowed to allocate bandwidth to a queuds us. In upstream, XGPON operation is synchronized with
only when its down counter has expired. In GIANT, perfora upstream frame duration (UFD) that also has a fixed length
mance can be degraded since a queue can not be served ufiti25 ;s. DFD and UFD are not necessarily synchronized.
its down counter expires. In PCG-OSFI, a service interval each DFD, the OLT collects requests from queues in ONUs
of a queue is increased if the queue can not be allocataad allocate non-overlapping transmission slots to the queues
to a pre-planned interval. In addition, the service amount fdr a upcoming UFD. Also, the OLT allocates a dynamic
the queue is proportional to the service interval. Howevasandwidth report upstream (DBRu) slot to permit a queue to
the service interval can not be shorter than the pre-plannegbort its request. When a queue receives the DBRu slot, it
interval. Thereby, performance can be worse in PCG-OSFlreports its queue length to the OLT. Also, during scheduling,

In IACG, the OLT maintains an available byte counter anthe OLT has to consider the transmission overhead such as
the down counter for each queue. The OLT can immediatedyguard time and an upstream physical synchronization block
allocate a transmission slot to a queue up to its availallBSBu) section.
byte counter. The available byte counter is decreased byThe ONU needs an XGPON transmission convergence
the allocation amount and recharged when the down coun¥GTC) header at the beginning of a transmission. Also the
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ONU requires an XGTC trailer at the end of the transmissio®®, represents a request of the ONU that is the total number

In this paper, the sum of the guard time, the PSBu section, thieframes in a queue. Since the ONU transniis before its

XGTC header and the XGTC trailer is denoted as the bufsames,G, is not reflected inRy. The OLT has to know the

overhead (BO). actual request for an efficient allocation. To do so, we use the
A frame has an XGPON encapsulation method (XGEM)olling mechanism of IACG [11] in this paper. The requests

header of 8 bytes in order to indicate the flow informatioarrived in Uy, including Ry, will be used in the DBA atD,.

of the frame. When the OLT assigns a grant time-slot, itss we can see from Fig. 2, the other grands,, G2, G3 can

size must be grater than or equal to 16 bytes. Otherwise, the produced for the ONU before the DBA BAY;. Since those

grant is ignored by an ONU [1]. In XGPON, a frame camrants are not reflected iRy, the OLT subtractg+g, - ,G3

be fragmented if the size of a transmission time-slot is lef@m R, before the DBA atD, to obtain the actual request.

than the size of that frame. Each fragment is pre-pended with

the XGEM header. Fig. 1 depicts the burst overhead and the [1l. SCHEDULING ALGORITHM

XGEM header. o ) ) )
Let us first introduce the basic operation of IACG in order

ONU i ONUj to explain the unallocated bandwidth problem of IACG. Table
psBu | XCTC | pary | XCEM [ oo [ XGEM [ o T'XGTC ‘pSBu XGTC | shows the service parameters and counters that are used in
header header header trailer header . . .
PN IACG. In Table I, S| represents the service interval with the
Guard time
TABLE |
Fig. 1. Burst overhead and XGEM header SERVICE PARAMETERS AND COUNTERS
. . T-CONT | Bandwidth Service Counters
GPON and XGPON use five T-CONT types which are type parameters
distinguished by their assignable bandwidth [1], [3]: 2 assured S, AB Sl_timer, VB

. . . 3 assured SI, AB SI_timer, VB
o T-CONT type 1: the fixed bandW|dth.. 3 surplus | Sis, ABs | Sis timer, VBs
o T-CONT type 2: the assured bandwidth. 4 surplus SI, AB SI_timer, VB

o T-CONT type 3: the assured bandwidth and the non-

assured bandwidth. _ unit of 125 s and AB means the maximum allocation bytes
« T-CONT type 4: the best-effort bandwidth. that can be maximally allocated to a queue during its Sl. In
« T-CONT type 5: all bandwidth. addition, Sltimer is a down counter which is decreased by 1

Since the T-CONT type 1 is statically served and the othésr each DFD and recharges to SI when it has expired. We use
T-CONT types are dynamically served, we do not consid®B to represent the remaining available bytes during SI. We
the T-CONT type 1 in this paper as in [11], [13]. The servicase Sls, ABs, Slgimer, and VBs for the surplus bandwidth
priority order is the assured bandwidth of T-CONT type Zf T-CONT type 3. Each queue has its own service parameters
the assured bandwidth of T-CONT type 3, the non-assuradd counters. Let queug(be the queue with AlloclDj. The
bandwidth of T-CONT type 3, and the best-effort bandwidtbervice parameters of quetip@re represented as $i(and
of T-CONT 4. T-CONT type 5 is a consolidation of other TAB(j). In addition, the counters of queyg(are represented
CONT types. In this paper, we use T-CONT type 5 in order tas Sl timer(j) and VB()).
represent the colorless grant (CG) that can be used for frameFhe down counter Stimer(j) is decreased by 1 for each
of any T-CONT type. Note that an ONU does not have a quedgD and recharged to Sl(when it has expired. Also VB] is
for T-CONT type 5. reset to ABf) when its Sltimer(j) has expired. For queug(

the OLT grants the minimum of the request of the queue

» Yo oY and the value of VBY{). The value of VBf) is immediately
olT 2 D D, Ds D, decreased by the grant amount. As a result, the grant amount
e, for queuey) is limited by AB(j) during SI).
Go “/Ro Gz G3 We now explain the unallocated bandwidth problem of
ONU 4 Y 4 IACG. The problem occurs if some of queues aneder-
‘—ﬁ requestedand the others arever-requested Queuef) is

RTT2! T . ;
° under-requested when its request, reqygsté less than its

Fig. 2. Transmission timing diagram available bytes VBJ). Also, queue() is over-requested when
requestf() is greater than VBY). The unused available bytes
Fig. 2 shows the operation timing diagram of GPON, of under-requested queues can not be used by over-requested
denotes theé-th DFD andU; represents théth UFD. In Fig. queues in IACG. For example, assume quéuafd queuey)
2, RTT is a round trip time between an ONU and the OLTre T-CONT type 2. Also suppose requéstf 100, VB() =
where the maximum of RTT is 200s in this paper. Alsolp 10, request)) = 0, and VB() = 1000. In IACG, the OLT will
is an ONU response time to prepare an upstream response. gzt only 10 for queue) despite that VB() remains unused.
i-th grant result(;, is produced by the DBA operation &%. To receive the grant for the remainder of requ@stfueuel)
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has to wait until VB() is recharged to ABJ. This problem In the second step, EBY of an over-requested queig(

degrades performance of IACG. should be
A similar unallocated bandwidth problem has been studied EB(j) = w; B (3)
in Ethernet PON (EPON). To solve the problem, many al- > kev Wk

gorithms, such as an excessive bandwidth reallocation (EB\mereV is the set of over-requested queues with T-CONT
and a weight-based DBA (WDBA,), used a reallocation methqgl,os 5 404 3. 1n addition, the variabieis used to prevent

[7], [8]- The reallocation method repeats scheduling when tU\%ste of EB{) when the size of EB{ is less than 16 bytes.
over-requested and under-requested queues exist. For seryi

. ) L ¥ifite the minimum grant size is 16 bytes, the minimum value
falrnes_s, the reallocation method distributes the unallocat&d is calculated from the following relation
bandwidth of under-requested queues to the over-requesterfiy

gueues in proportion to their service weights in repeated o Wy B > 16 4)
scheduling. LetE be the total unallocated bandwidth saved dokev Wk

by the under-requested queues andbe the service weight
of queue(). In repeated scheduling, the excessive bytes of

over-requested queud( EB(j), is given by
ij

wherem is the AllocID of the queue which has the smallest
@E, i.e., EBm) < EB(y), forall j € V, andm € V.

Because ofy, it is possible thad _ ., EB(j) > E. Thereby
the OLT may not be able to allocate the excessive bandwidth
to some of over-requested queues. To remedy this fairness

- vk bl h he starting point of th d
. ) problem, IAR changes the starting point of the second step
where V' is the set of overrequested queues. FHg the scheduling in a round-robin manner. IAR employs a round-

maximum bytes that can be allocated to qughe( repeated robin pointer RR to denote at which ONU the OLT starts
scheduling. The OLT will grant the minimum of the remainin%oheduling in the second step. The round-robin poité

request and EB} for queue) in repeated scheduling. is increased by 1 in each second step. The OLT grants
If the reallocation method of EPON is directly used "fhe minimum of EB(), E and requesf) for queuef). The

.XGP.O N, it.can cause bandwidth waste.' In repeated SChedéﬂlénted amount is added to gragitand subtracted from each
ing, if EB(j) of an over-requested quetig(s less than 16 of E and reques.

bytes, queug] may not transmit any frame [1]. Since each
ONU requires the BO to transmit a data frame, the worst cage polling mechanism

h h (i - ted with VBJ = d
appens when queug(s over-requested wi B =0 an In IACG, the OLT can allocate the DBRu slot to quepe(

its EB(j) is equal to 15 bytes. In the worst case, the bandwidth . .
for EB(](;‘) an?j the BO i:Z wasted. For example, suppose t Qce per Slf). For efficient scheduling, the OLT has to know

sum of the BO size is 48 bytes and the UFD size is 38,8 e.actual reqqests of queues as soon as possible. In the
_ &%mg perspective, the b_est scheme is that every queue r_eports
bandwidth is 150« (48+15) = 6,300 bytes. The wasted amourﬁS request to the OLT in every UFD. The DBRu siot is 4
. ytes long [1]. If the DBRu slots are allocated to all queues
is more than 24% of the UFD. . ;
for every UFD, the upstream bandwidth for data frames will
A. 1AR algorithm be wasted especially when the number of queues is large.
) IAR allocates multiple DBRu slots to queyg(during its
In order to solve the unallocated bandwidth problem I(j). However, IAR mitigates the bandwidth waste due to
IACG, we introduce an immediate allocation with reallocatiophe excessive number of DBRuU slots by allocating the DBRu
(IAR). IAR is based on IACG and consists of four steps; firglj onjy when a specific condition meets. In IAR, the OLT can
step for scheduling of the assured bandwidth, second step é%cate the DBRu slot to queyg(once per Sk) independent

repeating scheduling of the assured bandwidth, third step {Gr,e pBA result. In addition, the OLT can allocate the DBRu
scheduling of the surplus bandwidth, and fourth step for thg; ¢, queuey) if grant(j) > 0.

allocation of colorless grant (CG). IAR is identical to IACG
except the second step. C. Pseudo code

Now let us explain the second step of IAR. In IAR, the ser- , ,
vice weight of queus is defined as, — AB(j)  125us _ The OLT first performs the first step for the assured band-

B : _ SI(j)125us " UB —  width of T-CONT type 2, and then for the assured bandwidth
STG)UB: where UB is the byte size of the UFD. L&tbe the of T-CONT type 3. Then, ifE > 16, the OLT executes the
total unallocated bandwidth of under-requested queues WiBcond step for the assured bandwidth of T-CONT type 2, and
T-CONT types 2 and 3 after the first step. Then we have then for the assured bandwidth of T-CONT type 3. Next the
. OLT runs the third step for the surplus bandwidth of T-CONT
E=UB Z Wi = Z grantj) @ type 3, then the surplus bandwidth of T-CONT type 4. Lastly
jea jed the OLT performs the fourth step for the CG allocation of T-
where grant() is the grant amount of queuyg(at the first CONT type 5. Fig. 3 shows the pseudo code of the first step
step andA is the set of queues with T-CONT types 2 and Jor the assured bandwidth of T-CONT types 2 and 3, and the
If £ > 0, then IAR performs the second step. third step for the surplus bandwidth of T-CONT type 4.

EB(J) 1)
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In Fig. 3, the round robin pointeR; indicates the ONU
number at which scheduling starts. The variaBlgy is the _
size of the BO. The variabl€&' B is the remaining bytes of the /k/ﬁ_ ONB ;l;mber
UFD and its initial value is 38,880 when the upstream channel * = top = £l
speed is 2.48832 Gbps. The conditi6l{k, FB) denotes if E=UBY w;— Y gran(j);

Il © = T-CONT type 2 or 3

F B is sufficient to allocate a frame byte to a queue in ONU je4 Je4

k. That isC(k, FB) = 1, if (BO(k) =0 and FB > Bpo + EB() = o P foralljev;
16) or (BO(k) =1 and FB > 16). Otherwise,C(k, FB) = Linev Wn

0. The variablezlloc_end represents the end of the allocation.  While(1Y

When alloc_end = 1, the allocation has ended. The initial J = AllocID of gx;;

values of grant{), BO(i), andalloc_end are zero. if (E>16andC(k,FB)=1){

if (request(j) > 0){

FB— = (1 — BO(k)) x Bpo;
/It = T-CONT type 2 or 3 or 4 ( (k) x Bro

BO(k) = 1;
k = ONU b

/k{ . ;Lum er G = min(EB(j), request(j), E, FB);
E—=G;

while(1} 1) G
request(j)— = G;

4 = AllocID of q; 4 J ’

FB— =G;

if (VB(j)> 16 andC(k, FB) = 1){

if (request(j) > 0){ grant(j)+ = G;

FB— = (1 - BO(k)) x Bgo; y ;
BO(k) = 1; P
grant(j) = min(V B(j), request(j), F B); k=% mod N:

VB(j)— = grant(j);

if (k=st b
request(j)— = grant(j); if (k= stop) break

_ 5. }
: FB— = grant(j); it (i = 3){
RR++;
. _ < ;
} els;llfi(a]il‘oc_end 0 and FB < Bpo + 16){ RR=RR mod N;
alloc_end = 1; }
} Fig. 4. Pseudo code of IAR for second step
SI_timer(j) — —;
if (SI_timer(j)=0){
SI_timer(j) = SI(j); using the CG, an ONU can transmit the frames arrived after
VB(j) = AB(j); the ONU reported its queue length. Since the newly arrived
} frames can be served by the CG without polling, performance
ket will be improved. Each ONU uses the CG to transmit frames
k :’k mod N from its queues in the order of service priority. To distinguish

CG from other grants, CG has T-CONT type 5. IAR uses the
CG allocation scheme of IACG in the fourth step. The pseudo
1 code of the CG allocation scheme can be found in [11].

if (k = stop) break

Fig. 3. Pseudo code of IAR for first and third steps IV. PERFORMANCE EVALUATION
We now compare performance of IAR, IACG and PCG-

We omit the pseudo code of the surplus bandwidth @SFI. We consider an XGPON system with 16 ONUSs, the
T-CONT type 3 since it is similar to that of the assuretine rate from users to ONU link of 200 Mbps, the upstream
bandwidth of T-CONT type 3. Fig. 4 illustrates the pseudohannel rate of 2.48832 Ghbps, the maximum RTT of 280
code of the second step for the assured bandwidth of T-COIldiid the ONU response time of 3%. The size of a queue
types 2 and 3. The variable UB is the byte size of the UFR); is 1 Mbytes. We suppose traffic is balanced so that each
and is 38,880 when the upstream channel speed is 2.48832U has an identical load. In addition, we suppose that each
Gbps. T-CONT in an ONU has a uniformly distributed traffic load.

When an unallocated remainder of bandwidth exists afterFor the T-CONT type 2, we set AB = 7812, S| = 5, which
the surplus bandwidth allocation, IACG allocates CG to ONUs equivalent to 100 Mbps. For the T-CONT type 3, we set
[11]. The OLT evenly distributes the unallocated remainder &B = 7812, SI = 10, ABs = 7812, and SlIs = 10. That is, 50
bandwidth to all ONUs. Since the CG is an additional grantjbps is given to each the assured bandwidth and the surplus
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bandwidth of the T-CONT type 3. For the T-CONT type 4, ! IACC T-CONT3 ¢ | i i i i
AB = 15624, and Sl = 10, which is equivalent to 100 Mbps. PCG-OSH T-CONT3 —2-

The total sum of the assured bandwidth is 16(100 Mbps + 50 AR T-CONTs - e
Mbps) = 2.4 Gbps which is less than the upstream channel 01 o
rate. The reserved bandwidth for each T-CONT type of PCG-
OSFl is equal to that of IAR. In the second step of IARIs
calculated from the relatiov B(j) > 7812 for T-CONT type

2 andEB(j) > 82 for T-CONT type 3.

We use the self-similar traffic model of [12] where each »
ONU is fed by a number of Pareto distributed on-off processes. o |
The shape parameters for the on and off intervals are set to
1.4 and 1.2, respectively. Also, the frame size follows the tri-
modal distribution [12], where the frame sizes are 64, 500, and ) ) ) ) ) ) )
1500 bytes and their load fractions are 60%, 20% and 20%, 02 03 04 % g T 08 09 !
respectively as in [9]. Each simulation is performed until the
total number of frames transmitted by ONUs exce#efsfor Fig. 6. Mean delay of T-CONT types 3 and 4
each algorithm.

Increasing the ONU load rate from 0.2 to 0.99, we simulate
the algorithms and compare their performance. Figs. 5 and @rigs. 7 and 8 show the frame loss rate of each algorithm.
illustrate the mean delay of each method. Note that the offergHanks to the reallocation scheme and the additional DBRu
load means the input traffic load of an ONU. As we can s&gheme, the loss rate of IAR is zero in T-CONT type 2.
from Figs. 5 and 6, IAR outperforms other methods in meanowever, the loss rate of IAR for T-CONT type 4 is increased
delay of T-CONT types 2 and 3. ITU-T G.987.1 recommendsompared that of IACG.
that an XGPON system must accommodate services that
require a maximum mean signal transfer delay of 1.5 ms [2]. 001 : ,
In our simulation scenario, only IAR satisfies the requirement oG 65Fi TCONTS
for T-CONT type 2 in all traffic loads.

0.01

Mean delay (sec)

‘\
o Xk

op+

0.001 4

0.01 T T T T T & A

IACG T-CONT2 —+—
PCG-OSFI T-CONT2 &
IAR T-CONT2 -

+b>
!

0.0001 | +

Frame loss rate

1e-005 | E|
0.001

Mean delay (sec)

1e-006 ! ! ! ! ! ! !
0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Offered load

Fig. 7. Frame loss rate of T-CONT type 2

0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
Offered load

Fig. 5. Mean delay of T-CONT type 2 V. CONCLUSIONS

The PCG-OSFI method is better than IACG in mean delay We have proposed IAR to improve the scheduling efficiency
of T-CONT type 2 when traffic is heavy. However, PCG-OSFdf IACG. IACG can not utilize the unused bandwidth of
is significantly worse in mean delay of T-CONT types 3 and édnder-requested queues for the bandwidth allocation of over-
in all traffic loads. The main reason is that PCG-OSFI inheritequested queues. In order to mitigate the drawback of IACG,
the drawback of GIANT in the surplus bandwidth allocationAR repeats scheduling to distribute the unused bandwidth of
Like GIANT, PCG-OSFI can assign the surplus bandwidthnder-requested queues to over-requested queues. In addition,
to the queues with T-CONT types 3 and 4 only when theio improve scheduling efficiency and to minimize the burst
down counters have expired [13]. Also, unlike IACG and IARgverhead, IAR additionally allocates polling bandwidth to a
the service interval can not be shorter than the predetermirqgceue when the burst overhead is already allocated to the
value in PCG-OSFI. Thereby, the mean delay is worse thgneue. Using simulations, we have shown IAR is superior to
other methods when traffic is light. existing algorithms in mean delay and frame loss rate.
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