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Abstract—In this paper, we devise an efficient joint
source-channel coding scheme for robust image transmission
over noisy channels. We firstly present a novel interleaver, named
unequal row column cyclic cross interleaver, which could
improve the error correction capability of turbo codes effectively.
Secondly, we devise two types of asymmetric turbo codes which
consist of the parallel concatenated turbo codes using two
non-identical component encoders with the different constraint
lengths and mixed types of generator polynomials. The presented
asymmetric turbo codes can optimize the bit error rate of both
water-fall region at low signal to noise ratio and error-floor
region at high signal to noise ratio, they outperform the
conventional symmetric turbo codes but with reduced decoding
complexity. Finally, we propose a joint source-channel coding
scheme based on unequal error protection using asymmetric
turbo codes. This scheme can adaptively adopt different coding
strategies, different interleavers of turbo codes, various decoding
algorithms and appropriate decoding iterative numbers
according to the different significant levels of image data streams
and the varying conditions of estimated channel state
information. The proposed scheme can also dynamically adjust
the source compression ratios and channel code rates by
optimizing the rate allocation according to the calculated peak
signal to noise ratio of reconstructed images and the estimated
channel states information. The experimental results show that
the proposed joint source-channel coding scheme can evidently
increase the peak signal to noise ratio of the reconstructed images
and improve the visual effect of the images but with no additional
bandwidth, the scheme is more adaptive and feasible. 

Index Terms—Joint source-channel coding; Unequal error
protection; Asymmetric turbo codes; Interleaver; Bit error rate;
Water-fall, Error-floor; Peak signal to noise ratio
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I. INTRODUCTION

With the development of wireless multimedia
communication services, the fast growing consumer demand
has spurred more interest in the image and video data
transmission over noisy channels. The varying wireless
channel causes high transmission errors for multimedia data
streams and results in deterioration of reconstructed image and
video qualities. To enhance the efficiency and reliability of
data streams, source data compression and channel errors
correction technologies are two effective solutions in the
digital multimedia communication. On the one hand, the
source data have numerous redundant information which
require to be processed. Compressed data streams are very
sensitive to channel errors because their most redundancy bits
are removed. Sometimes a few errors may destroy the entire
data streams and thus affect the qualities of restored image and
video. On the other hand, a large amount of channel errors
could occur due to the poor wireless channels whose
capacities are limited and time-varying. Considering the
characteristics of both source data streams and channel state
information (CSI), joint source-channel coding (JSCC) is a
promising approach to achieve better performance in limited
bandwidth and limited power system. JSCC technique has
been attractive in delay-sensitive multimedia transmission
system, especially in heterogenous networks where users may
have different quality of service (QoS) requirements [1] [2].
JSCC has two main design issues. One is to design an
appropriate channel protection method, and the other is to
optimally allocate the given bandwidth resource between the
source code and the channel code so as to achieve the best
possible end-to-end performance in the noisy environment [3].
Unequal error protection (UEP) is an intelligent solution for
JSCC. UEP is often applied to Forward Error Correction
(FEC), the data bits are grouped according to some criteria
capable of determining their importance to the restored source
data, and the different channel codes are assigned to different
source bit groups [4] [5] [6]. In recognition of the fact that the
effects of bit errors in encoded sources are usually more
detrimental in some bit groups than in others, several UEP
schemes for image transmission using turbo codes are reported
according to the significant levels of the image bit streams and
varying channel characteristic [7], [8], [9]. But most of them
mainly focus on UEP with conventional symmetric turbo
codes (STC). However, STC evidently exist some defects that
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they have either a good water-fall performance at low signal to
noise ratio (SNR) or a good error-floor at high SNR, but not
both over the entire range of SNR [10]. Asymmetric Turbo
codes (ATC) are the better choice among the improvement of
performance, the overall time delay and the computational
complexity of decoding algorithms. Several ATC are
investigated to improve bit error rate (BER) in the whole SNR
ranges compared with STC [11], [12]. This paper presents an
effective JSCC design based on UEP using ATC, which can
adaptively adopt different coding strategies, different
interleavers of turbo codes, various decoding algorithms and
appropriate decoding iterative numbers in terms of the
different significant levels of source bit streams and the
varying conditions of estimated CSI. This scheme can
dynamically adjust the source compression ratios (CR) and
channel code rates according to the calculated peak signal to
noise ratio (PSNR) of the reconstructed images and the
estimated channel conditions. The proposed scheme can also
evidently increase PSNR of the images and improve the visual
effect of the images but with no additional bandwidth. The
remainder of paper is organized as follows. In section II, we
present a novel interleaver named unequal row column cyclic
cross (URCCC) interleaver, it could improve the error
correction capability of turbo codes effectively. In section III,
we devise two types of ATC using the different constraint
lengths and mixed types of generator polynomials to optimize
the BER performance of both water-fall and error-floor for
turbo codes. In Section IV, focusing on the characteristic that
the image data streams compressed by set partitioning in
hierarchical trees (SPIHT) algorithm have different sensitivity
to channel bit errors, we propose an efficient JSCC scheme
with UEP using the designed ATC. The simulation results for
JSCC are shown in section V and the conclusions are drawn in
the last section.

II. UNEQUAL ROW COLUMN CYCLIC CROSS
INTERLEAVER

The interleaver is one of the essential components for turbo
codes and plays an important role in determining the
performance and decoding computational complexity, because
the interleaver directly affects the distance properties of the
turbo codes. An interleaver is used between the two
constituent encoders of turbo codes to provide randomness
and produce high weight codewords. The design aim of a good
code-matched interleaver is to eliminate low weight
codewords with significant contributions to the error
performance and to reduce the number of other low weight
codewords which could not be eliminated [13], [14], [15].
Considering the drawbacks of common block and random
interleavers which can not eliminate the more information bits
correlation or not permute the low weight codewords sequence
effectively, we present a new unequal row column cyclic cross
interleaver, i.e. URCCC. This new interleaver can more
thoroughly eliminate the information bits correlation than
block and random interleavers, it can also permute the low
weight codewords sequence into high weight codewords ones.

A. Algorithm of URCCC interleaver

To improve the BER performance of turbo codes
significantly, the good interleaver can be implemented to
avoid low weight codewords and to provide sufficient
randomness for the input sequences. Many interleavers have
been done on design of turbo codes. The block and random
interleavers are the most commonly used in turbo codes. But
they can not preferably produce the fewest output codewords
sequence with low weight. An optimal interleaver should be
able to generate the largest minimum codewords weight with
the lowest number of codewords of that weight. So, a novel
interleaver, named URCCC, is firstly proposed to offer
superior performance for ATC design. The proposed algorithm
of URCCC is described as follows:

Step 1: Information bits data are written into nm × block
interleaver matrix in row wise from left to right and top to
bottom, as shown in Figure 1 (a). For convenience of
description, we set 8=m and 8=n , the data in Figure 1
represents bits sequence number of information data.

Step 2: Odd row bits data are rearranged as follow formula
(1) and even row data are reordered as formula (2),
respectively. iC denotes interleaver table, i is column

number, n is column length, mod denotes modular
arithmetic, k and p are adjustable parameters, nk < ,

np < , k and p are relatively prime to n , while pk ≠ .

The process result is shown in Figure 1 (b).
ninikCi ≤<+×= 0,1))(mod( (1)

ninipCi ≤<+×= 0,1))(mod( (2)

Step 3: Odd column bits data are rearranged as follow
formula (3) and even column bits data are reordered as follow
formula (4), respectively. jC is also interleaver table, j is

row number, m is row length, a and b are adjustable
parameters, ma < , mb < , a and b are relatively prime
to m , while ba ≠ . The process result is shown in Figure 1
(c).

mjmjaC j ≤<+×= 0,1))(mod( (3)

mjmjbC j ≤<+×= 0,1))(mod( (4)

Step 4: The interleaved bits data are read out from
interleaver matrix of Figure 1 (c) in column wise from top to
bottom and left to right.

The good interleaver design would be capable of providing
sufficient randomness. For some special information bit
streams, such as low weight and symmetric bit data, the
different interleavers can obtain complete different interleaved
effectivenss. E.g. the input bits sequence 100000010...
010000001, the output bits data sequence after the block
interleaver are all the same as the original input sequence, as
shown in figure 2 (a), it can't reach the purpose of interleaver.
But using URCCC interleaver, the input sequence is well
permuted randomly, it can avoid the appearance of the fixed
point, as shown in figure 2 (b). Here, the data in Figure 2
represents information bits.
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33 34 35 36 37 38 39 40

41 42 43 44 45 46 47 48

49 50 51 52 53 54 55 56

57 58 59 60 61 62 63 64

Fig. 1 (a)

4 7 2 5 8 3 6 1

14 11 16 13 10 15 12 9

20 23 18 21 24 19 22 17

30 27 32 29 26 31 28 25

36 39 34 37 40 35 38 33

46 43 48 45 42 47 44 41

52 55 50 53 56 51 54 49

62 59 64 61 58 63 60 57

Fig. 1 (b)

30 43 32 45 26 47 28 41

52 23 50 21 56 19 54 17

14 59 16 61 10 63 12 57

36 39 34 37 40 35 38 33

62 11 64 13 58 15 60 9

20 55 18 53 24 51 22 49

46 27 48 29 42 31 44 25

4 7 2 5 8 3 6 1

Fig. 1 (c)

Fig. 1. Design for URCCC interleaver
(a) step 1 (b) step 2 (c) step 3

1 0 0 0 0 0 0 1

0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0

1 0 0 0 0 0 0 1

Fig. 2 (a)

0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 1

0 0 0 0 0 0 0 0

0 0 1 0 0 0 0 0

0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0

0 0 0 0 1 0 0 1

Fig. 2 (b)

Fig. 2. Effectivenss of the different interleaver
(a) Block interleaver (b) URCCC interleaver

B. Simulation and Analysis of URCCC interleaver

The BER performance simulations of URCCC interleaver
used in turbo codes is shown in Figure 3. For the ease of
comparison, the simulation results of block and random
interleavers are also drawn. In simulation experiments,
information bits size is 378, generator polynomials of two
component codes for turbo codes are 13 and 15 (in octal), one
half code rate, 4 iteration number for log-MAP algorithm,
BPSK modulation, AWGN channel. It is observed that
URCCC interleaver outperform conventional block and
random interleavers.
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Fig. 3. BER versus Eb/N0 for URCCC interleaver in turbo codes

URCCC interleaver can not only reduce the more
information sequence correlation than block and random
interleavers, it can also permute the low weight codewords
sequence into high weight codewords sequence and
significantly improve the performance of turbo codes. In the
whole process of interleaving algorithm, URCCC interleaver
are based on linear modular arithmetic, it has faster calculation
speed and low complexity hardware requirement. For the
process of row or column interleaving, it would complete only
through the simple cyclic operation but not with a interleaving
memory table, so it can save storage space. Moreover,
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URCCC interleaver has adjustable parameters, it can
dynamically select the parameters to adapt for various channel
states and to improve the system error correction capability,
the presented URCCC interleaver is more flexibility and
robust.

III. ASYMMETRIC TURBO CODES

A. Review of Turbo Codes

Turbo codes have a near Shannon limit error correction
capability through iterative decoding based on soft-input and
soft-output (SISO) decoding algorithm. Turbo codes have
been widely used in the wireless mobile communication
system [16]. The conventional STC consist of two parallel
concatenated recursive systematic convolutional (RSC)
constituent encoders separated by an interleaver. Generally,
these constituent encoders are the identical component codes
with the same constraint lengths and the same generator
polynomials [17], [18]. The BER performance curve of turbo
codes is divided into two regions. The first region is called
water-fall in lower SNR, the BER curve decreases rapidly at
water-fall region. The second region is error-floor in higher
SNR, the curve flattens in this region [10]. The STC have
either good water-fall performance in lower SNR or good
error-floor in higher SNR, but not both over the entire ranges
of SNR. ATC are the better trade-off among the improvement
of performance, overall delay and computational complexity
of decoding algorithm. The performance evaluation of the
ATC for the 3rd generation communication system (3G) are
given in [11], [12].

ATC encoder is composed of two different parallel
concatenated RSC1 and RSC2 encoder separated by an
interleaver (Int), as shown in Figure 4.

ku is input

information bit streams, s
kx is the systematic information bits,

p
kx1 and p

kx 2 are the parity bits generated by RSC1 and RSC2,

respectively. Puncturing of parity bits p
kx1 and p

kx 2 can

achieve the various required code rate.
kc is the coded bit

streams which are consisted of s
kx and p

kx by

parallel-to-serial (P/S) multiplexer.

ku

kcp
kx1

p
kx2

p
kx

s
kx

Fig. 4. ATC encoder

The coded bits
kc are then binary phase shift keying

(BPSK) modulated and transmitted through an additive white
Gaussian noise (AWGN) channel with a double sided power
spectral density of N0 /2. At the receiver, the matched filter
output

ky is multiplied by the channel reliability value
cL , as

shown in Figure 5, RNEL bc ⋅⋅= )/(4 0
, where

0/ NEb

denotes received bit energy to noise power ratio and R
represents the code rate [16]. Through serial-to-parallel (S/P)
de-multiplexer,

kc yL is separated into s
kc yL , p

kc yL 1 and
p

kc yL 2 corresponding to the systematic and two parity bits,

respectively.

ky

cL
p

k
ycL

1

s

k
ycL

p

k
ycL

2

)(1 k
ueL

)(2 kueL)(1 k
uaL

)(2 k
uaL

)(2 k
uLku

Fig. 5. ATC decoder

At the first iteration of decoding, a priori Log Likelihood
Ratio (LLR) value of SISO1 decoder )(1 ka uL is initially set

to 0, the systematic bits LLR value s
kc yL and parity bits LLR

value p
kc yL 1 are inputted into SISO1 decoder. The extrinsic

LLR value )(1 ke uL produced by SISO1 decoder is

interleaved and sent to SISO2 decoder as a priori value

)(2 ka uL . Moreover, p
kc yL 2 and interleaved s

kc yL are

simultaneously sent to SISO2 decoder to produce extrinsic
value )(2 ke uL , and then )(2 ke uL is de-interleaved (De-int)

and fed back to SISO1 decoder as a priori value for the next
decoding iteration. The iterative decoding will keep on
working until either a stopping criteria is met or a preset
maximum number of iterations is reached. When the iterative
decoding is finished, the output value )(2 kuL of SISO2

decoder is de-interleaved and sent to hard decision (HD) to
produce estimated value

kû .

B. Proposed Two Types of ATC

Compared with STC, the constraint lengths or generator
polynomials of two RSC component codes are different for
ATC. Here, we design two types of ATC which consist of the
parallel concatenated turbo codes using the non-identical RSC
component codes with the different constraint lengths or the
different types of generator polynomials.

1) Type-I of ATC:

Type-I of ATC consist of two different component codes
with the identical constraint lengths but the different types of
generator polynomials. As we all know, the performance of
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turbo codes at low SNR is determined by the distance
spectrum, but the performance at high SNR is determined by
the effective free distance. There are a number of key design
parameters involved in determining the distance spectrum and
free distance for turbo codes, such as the choice of component
encoders and the types of interleavers, etc. Several interleavers
are designed to improve BER performance of turbo codes [13],
[14], [15]. Here, we firstly focus all attention on using the
different component codes with the primitive and
non-primitive feedback generator polynomials to construct
ATC, because the component codes with non-primitive
generator polynomials may optimize the distance spectrum to
improve water-fall performance and primitive generator
polynomials may enlarge the free distance to reduce
error-floor.

For convenience, the generator polynomial is denoted by G
(in octal), the constraint length is denoted by K, respectively.
P-G denotes primitive generator polynomial of the constituent
encoder of turbo codes, NP-G denotes non-primitive
polynomial. The various generator polynomials with
constraint lengths K=3, 4, 5 and the types of the primitive and
non-primitive polynomials are listed in Table I.

TABLE I
The various constraint lengths and the types of generator polynomials

Constraint
lengths

Generator polynomials

P-G NP-G

K=3 G=[ 7, 5] G=[ 5, 5]

K=4 G=[13,17] G=[15,17]

K=5 G=[23,35] G=[37,21]

And then, four type-I of ATC with the same constraint
lengths but mixed types of generator polynomials are
presented, as shown in Table II. Here, K1 and K2 denote
constraint lengths of two component codes RSC1 and RSC2,
respectively； G1 and G2 denote generator polynomials of
RSC1 and RSC2, P and NP denote primitive and
non-primitive polynomial, suffix 1, 2 of P and NP are
corresponding to RSC1 and RSC2. We select K1=K2=5. In
fact, P1-P2 and NP1-NP2 turbo codes with the same constraint
lengths are just the conventional STC.

TABLE II
Type-I of ATC with the same constraint lengths and mixed types of

generator polynomials

Constraint
lengths

Generator polynomials

P1-P2 NP1-NP2 NP1-P2 P1-NP2

K1=5 G1=[23,35] G1=[37,21] G1=[37,21] G1=[23,35]

K2=5 G2=[23,35] G2=[37,21] G2=[23,35] G2=[37,21]

2) Type-II of ATC:

Type-II of ATC consist of two non-identical component
codes with the different constraint lengths and mixed types of

generator polynomials. On the one hand, the constraint length
of the constituent encoder for turbo codes plays an important
role in determining the performance and decoding
computational complexity. Free distance is shorter for turbo
codes with shorter constraint length, it can cause poorer
error-floor performance. Turbo codes with longer constraint
length can achieve longer free distance and better performance,
but the computational complexity will increase
correspondingly. In order to obtain good performance and
reduce decoding computational complexity, it is necessary to
decrease the constraint lengths of one constituent encoder of
STC. And then, type-II of ATC can be constructed by using
two component codes with different constraint lengths. On the
other hand, the types of generator polynomials of component
encoder are a key factor for ATC design. The primitive
feedback generator polynomials for component code are
known to be able to enlarge the free distance to improve error
floor at high SNR, but at a cost of degrading water-fall at low
SNR. On the contrary, the non-primitive generator
polynomials would optimize the distance spectrum to enhance
water-fall performance at low SNR, but reduce error-floor at
high SNR. For this reason, type-II of ATC can also be
constructed by using two component codes with mixed types
of the primitive and non-primitive generator polynomials.

The constraint length K=5 of one of the constituent
encoders of conventional STC in [17] is reduced to 3 and 4,
primitive and non-primitive polynomial are chosen as
feedback generator polynomials of two constituent codes.
According to Table 1, Our proposed sixteen types-II of ATC
with the different constraint lengths and mixed types of the
generator polynomials are listed in Table III.

TABLE III
Types-II of ATC with different constraint lengths and mixed types of

generator polynomials

Constraint
lengths

Generator polynomials

P1-P2 NP1-NP2 NP1-P2 P1-NP2

K1=3
K2=5

G1=[ 7, 5]
G2=[23,35]

G1=[ 5, 5]
G2=[37,21]

G1=[ 5, 5]
G2=[23,35]

G1=[ 7, 5]
G2=[37,21]

K1=5
K2=3

G1=[23,35]
G2=[ 7, 5]

G1=[37,21]
G2=[ 5, 5]

G1=[37,21]
G2=[ 7, 5]

G1=[23,35]
G2=[ 5, 5]

K1=4
K2=5

G1=[13,17]
G2=[23,35]

G1=[15,17]
G2=[37,21]

G1=[15,17]
G2=[23,35]

G1=[13,17]
G2=[37,21]

K1=5
K2=4

G1=[23,35]
G2=[13,17]

G1=[37,21]
G2=[15,17]

G1=[37,21]
G2=[13,17]

G1=[23,35]
G2=[15,17]

C. Simulation and Analysis of ATC

For all simulations of two types of ATC, the information
size is set to 378 bits, the constraint lengths K are 3, 4 and 5,
maximum number of iteration is 8, one-half code rate,
URCCC interleaver, SISO decoder, log-MAP decoding
algorithm, BPSK modulation, AWGN channel.

Figure 6 gives the BER versus Eb/N0 for the type-I of ATC
with the same constraint lengths and mixed types of generator
polynomials. Here, we take K1=K2=5. It was observed from
the simulation results in Figure 6:
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(1) The error-floor performance of P1-P2-STC is good at
high SNR, but its water-fall is poor at low SNR. On the
contrary, the water-fall of NP1-NP2-STC is superior at low
SNR, but its error-floor is inferior at high SNR.

(2) At low SNR, the water-fall of NP1-P2-ATC and
P1-NP2-ATC is superior to P1-P2-STC but inferior to
NP1-NP2-STC. However, the error-floor of NP1-P2-ATC and
P1-NP2-ATC is inferior to P1-P2-STC but superior to
NP1-NP2-STC at high SNR.

These simulation results effectively indicate that the type-I
of ATC is optimal trade-off scheme over the entire range of
SNR.

0 0.5 1 1.5 2 2.5 3 3.5 4
10

-8

10
-6
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10
0

Eb/No

B
E

R

P1-NP2-ATC
NP1-P2-ATC
NP1-NP2-STC
P1-P2-STC

Fig. 6. BER versus Eb/N0 for type-I of ATC with the same constraint
lengths K1=K2=5 and mixed types of generator polynomials

Figure 7 shows the BER versus Eb/N0 for the type-II of
P1-P2-ATC with the different combination of the constraint
lengths K=3, 4, 5 and the same primitive generator
polynomials. For the ease of comparison, the BER versus
Eb/N0 for the P1-P2-STC with K1=K2=5 and primitive
generator polynomials is also shown in Figure 7, the
simulation analysis and conclusions are as follow:

(1) By decreasing the constraint lengths of one constituent
encoder of STC, the water-fall and error-floor performances of
type-II of ATC are all become deteriorated. It is caused by the
smaller free distance of the component codes with short
constraint lengths. However, the computational complexity of
decoding algorithm can be reduced for the type-II of ATC with
short constraint lengths. It is demonstrated that type-II of ATC
can get a favorable trade-off between the performance and
computational complexity.

(2) The performance of ATC with K1=4, K2=5 or K1=5,
K2=4 is slightly inferior to STC with K1=K2=5. Especially,
the performance of ATC with K1=5, K2=4 is nearly close to
conventional turbo codes with negligible performance
degradation but with a reduced computational complexity.

(3) The ATC with K1=5, K2=4 is superior to one with K1=4,
K2=5. Similarly, the ATC with K1=5, K2=3 is superior to that
with K1=3, K2=5. It is evident that reducing the constraint

length of RSC2 component code is a good scheme when this
type-II of ATC with the different constraint lengths are
constructed.

0 0.5 1 1.5 2 2.5 3 3.5 4
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-8

10
-6

10
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E

R

K1=3,K2=5
K1=4,K2=5
K1=5,K2=3
K1=5,K2=4
K1=5,K2=5

Fig. 7. BER versus Eb/N0 for type-II of P1-P2-ATC with the different
constraint lengths and the same primitive generator polynomials

The BER versus Eb/N0 for the type-II of ATC with the
different constraint lengths and mixed types of generator
polynomials is shown in Figure 8. Here, we select K1=5,
K2=4.

0 0.5 1 1.5 2 2.5 3 3.5 4
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P1-NP2-ATC
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NP1-NP2-ATC
P1-P2-ATC

Fig. 8. BER versus Eb/N0 for ATC with the different constraint lengths
and mixed types of generator polynomials

Our analysis and conclusions from figure 8 are as follow:
(1) At low SNR (Eb/N0 ≤ 1.75dB), the performance of

NP1-NP2-ATC is the best, NP1-P2-ATC better, P1-NP2-ATC
inferior, P1-P2-ATC poor. But at high SNR (Eb/N0 ≥ 1.75dB),
the results are in reverse order. The reason is that the
non-primitive generator polynomials can optimize the distance
spectrum to improve water-fall performance of turbo codes
and the primitive polynomials enlarge the free distance to
reduce error-floor.
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(2) Considering the entire range of SNR
(0dB ≤ Eb/N0 ≤ 4dB), NP1-P2-ATC and P1-NP2-ATC are the
better trade-off between the water-fall and the error-floor
performance. Evidently, NP1-P2-ATC and P1-NP2-ATC are
superior to P1-P2-ATC and NP1-NP2-ATC turbo codes over
the entire range of SNR.

Therefore, it is a good choice that one constituent encoder is
commonly constructed by using a primitive generator
polynomial and another using non-primitive polynomial when
this type-II of ATC are designed.

IV. JOINT SOURCE-CHANNEL CODING WITH UEP
USING ATC

A. UEP Scheme using ATC

In digital multimedia communication system, the sensitivity
of the image or video bit streams to channel errors is generally
not uniform, the reconstructed image or video is insensitive to
errors affected by insignificant bit streams (e.g. high
frequency components of image), while it is rather sensitive to
errors caused by significant bits (e.g. low frequency
components of image), i.e. the sensitivity of the significant
bits to errors is far greater than the insignificant bits. E.g.
eight bits quantized gray-scale image, the priority of eight bits
for per pixel is different, the sensitivity of the Most Significant
Bits (MSB) to errors is greater than the Least Significant Bits
(LSB). Here, we propose an UEP scheme for image
transmission by using the ATC. We classify source data into
several classes and use UEP encoder to strongly protect the
important classes bit streams and weakly protect the
non-important classes. The diagram of UEP encoder is shown
in Figure 9.

According to the different importance levels, image data
streams are divided into three blocks and then hierarchically
coded by UEP encoder. Specific processes are as follows:

(1) Image bit streams X are partitioned into three groups so
that the important bits can obtain strong protection. The first
group consists of three MSB bits for per pixel, it is so called
most significant bit streams X1. The second group is
composed by two middle bits, named significant bit streams
X2. The third group is comprised of three LSB bits, denoted as
insignificant bit streams X3.

(2) In terms of different importance classes of image bit
streams, the UEP encoder adaptively adopts different types of
turbo codes. For X1, ATC or STC with constraint lengths
K1=5 and K2=5 are chosen because they have the best
performance to protect X1 strongly. For X2, ATC with
constraint lengths K1=5 and K2=3 are selected due to their
relative low complexity and moderate error correction ability.
For X3, ATC or STC with constraint lengths K1=3 and K2=3
are chosen because of their most low complexity and lower
time delay.

(3) On the conditions of CSI from channel estimator, the
UEP encoder adaptively adjusts coding strategies through the

switch S1, S2, S3. If the CSI is good, i.e. high SNR, then the
encoder chooses P1-P2-STC or P1-P2-ATC because of their
best error-floor performance. If the CSI is slightly inferior, i.e.
medium SNR, then chooses NP1-P2-ATC or P1-NP2-ATC
because of their best trade-off between water-fall and
error-floor performance. If the CSI is worse, i.e. low SNR,
then chooses NP1-NP2-STC because of their best water-fall
performance.

The presented UEP scheme both considers conditions of
CSI from channel estimator and the bits error effect of the
different importance levels of image bit streams, it can achieve
the better trade-off among the reliability, the time delay and
the computational complexity.

Fig. 9. UEP encoder using ATC

B. JSCC with UEP using ATC

With above mentioned UEP design using ATC, we present
an effective JSCC scheme. The block diagram of the JSCC is
shown in Figure 10.

Original image is firstly decomposed by discrete wavelet
transformation (DWT) and compressed by SPIHT encoder [19]
[20] [21]. As the importance levels of the compressed bit
streams X trend towards decreasing progressively, i.e. the
significant bit streams locate the nearer front and the
insignificant bit streams are behind, we would partition X into
three classes block, X1, X2 and X3. Then they are encoded
with UEP encoder hierarchically so that the significant
information can obtain strong protection. After UEP, the coded
bit streams are combined to Y and modulated, then transmitted
into the noisy channel. In receiver end, the received data

ICACT Transactions on the Advanced Communications Technology(TACT) Vol. 1, Issue 1, July 2012                                                     7

Copyright ⓒ 2012 GiRI(Global IT Research Institute)



streams are correspondingly demodulated, UEP decoded,
SPIHT decoded, inverse DWT (IDWT) and the image would
be reconstructed.

Fig. 10. Block diagram of proposed JSCC scheme based on UEP using
ATC

To received data streams, the UEP decoder can be adapted
to adopt various decoding algorithms and appropriate
decoding iterative numbers for the different importance levels
of image data streams.

(1) For received most significant data streams, UEP decoder
chooses Log-MAP algorithm because of its good error
correction ability. Meanwhile, properly increases decoding
iterative numbers to strongly protect most significant data.

(2) For significant data, UEP decoder adopts low
complicated Max-Log-MAP algorithm and moderate of the
iterative numbers to reduce decoding complexity.

(3) For insignificant streams, selects lowest complexity
SOVA algorithm and suitably reduces iteration numbers to
further reduce computational complexity and decoding time
delay.

Rate allocation in our JSCC scheme is an important part, it
can optimally allocate the source CR and the channel code
rates according to the calculated PSNR value of the
reconstructed image and the estimated CSI condition while
fixing bandwidth resource.

(1) If the calculated PSNR value is small or SNR is low,
then properly increase SPIHT code rate, i.e. CR or BPP to
preserve more image details. Meanwhile, select turbo coeds
puncture mode to get low code rate so as to decrease the
whole UEP code rate to protect image data strongly.

(2) If the PSNR is big or SNR is high, then timely reduce
CR or BPP ratios to save storage size and increase UEP code
rate to save channel bandwidth resource.

V. SIMULATION RESULTS AND ANALYSIS

The proposed JSCC scheme is applied to digital image
communication system. Experiments are performed on
128×128 gray-scale image Lena, using 5-level wavelet
decomposition based on the 9/7 tap filters, the reliability and
effectiveness of the JSCC scheme was evaluated. The measure
of compressed image is given by the compression ratios (CR)
and the bit per pixel (BPP) ratios. CR indicates that the
compressed image is stored using CR % of the initial storage
size while BPP is the number of bits used to store one pixel of

the image. Quality measure of the reconstructed images is
given by the PSNR, where

)(log10
2
max

10 MSE

I
PSNR = (5)

and 255max =I is the maximum pixel value for the

gray-scale image when the initial pixel value is represented by
8 BPP, MSE denotes mean square error between the
reconstructed image and the original image, here
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M and N are the number of rows and columns of the
images, I and I ′ are pixel value of the original image and
the reconstructed image, respectively, and 10 −≤≤ Mi ，

10 −≤≤ Nj .

In the transmitter, if SNR is 0-1dB, i.e. worst CSI, X1
adopts NP1-NP2-STC with K1=K2=5, X2 adopts
NP1-NP2-ATC with K1=5, K2=3, X3 adopts NP1-NP2-STC
with K1=K2=3. If SNR is 1-2dB, i.e. medium CSI, X1 adopts
NP1-P2-ATC with K1=K2=5, X2 adopts NP1-P2-ATC with
K1=5, K2=3, X3 adopts NP1-P2-ATC with K1=K2=3. And if
SNR is 2-3dB, i.e. good CSI, X1 adopts P1-P2-STC with
K1=K2=5, X2 adopts P1-P2-ATC with K1=5, K2=3, X3
adopts P1-P2-STC with K1=K2=3.

In the receiver, for received most significant data, the
decoder chooses Log-MAP algorithm and 5 iterative. For
significant data, chooses Max-Log-MAP algorithm and 4
iteration numbers. For insignificant data, selects SOVA
algorithm and 3 iteration numbers. For comparison, two equal
error protection (EEP) schemes using STC are also performed.
In EEP, three classes bit streams all adopt NP1-NP2-STC with
K=5 and 4 iteration decoding, while the decoder selects
Max-Log-MAP algorithm for EEP 1 and SOVA for EEP2.

The simulation results for PSNR of JSCC with UEP and
EEP in various source BPP ratios or CR and channel SNR
values are listed in Table IV. The reconstructed images for
JSCC with UEP and EEP in source ratio=0.5 BPP, channel
SNR=1.5dB are shown in Figure 11.

From Table 4, it is obvious that the PSNR of reconstructed
image for JSCC scheme with UEP using ATC is superior to
EEP1 and EEP2 because the significant bit streams are
strongly protected in UEP. We can see that PSNR will be
better in relative higher BPP ratios with the same SNR
condition, i.e. the reliability is improved, but the CR is also
higher in this case, i.e. the compression effectiveness is
deteriorated. We can also see that PSNR become worse in
lower SNR with the same BPP ratios. To achieve the best
compromise between a low CR and a good perceptual result
and to adapt various channels, our JSSC scheme can optimally
adjust the source BPP ratios (or CR) and channel code rates
according to the calculated PSNR of the reconstructed image
and the estimated SNR value.

It can be seen from Figure 11 that the reconstructed image
qualities for JSCC with UEP using ATC are obviously
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improved and superior to EEP1 and EEP2.
Whether objective PSNR evaluation criterion or subjective

visual perceptual result, the proposed JSCC scheme is
effective and feasible.

TABLE IV
PSNR (dB) of JSCC with UEP and EEP in various source ratios (BPP)

and channel SNR (dB)

Source
Ratio
(BPP)

CR
(%)

Channel
SNR
(dB)

PSNR (dB)

UEP EEP1 EEP2

0.25 3.13

0.50 24.51 19.87 18.05

1.50 28.84 24.65 22.32

2.50 31.62 28.02 25.88

0.5 6.16

0.50 26.79 22.11 20.33

1.50 31.10 27.38 25.40

2.50 34.55 31.25 29.28

0.75 9.38

0.50 29.13 25.21 22.73

1.50 33.22 29.80 27.69

2.50 36.81 33.65 31.44

Fig. 11 (a)

Fig. 11 (b)

Fig. 11 (c)

Fig. 11. Reconstructed images with source ratio=0.5BPP and channel
SNR=1.5dB (a) UEP (b) EEP1 (c) EEP2

VI.CONCLUSIONS

This paper presents an efficient JSCC design based on UEP
using ATC, which can adaptively adopt different coding
strategies, different interleavers of turbo codes, various
decoding algorithms and appropriate decoding iterative
numbers according to the different significant levels of image
data streams and the varying conditions of estimated channel
CSI. This scheme can also dynamically allocate the source
ratios and channel code rates according to the calculated
PSNR of reconstructed images and the estimated CSI. The
proposed JSCC scheme can not only evidently improve the
reconstructed image qualities but also enhance the reliability
of the communication system with no additional bandwidth,
our scheme is more adaptive and robust.
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