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Abstract—One of the major challenges in the cellular network
is to guarantee the quality of service of the ongog calls by
prioritizing them over the new calls. An operativeapproach to
prioritize the hand off calls over the new calls isby reserving
bandwidth for the ongoing calls of mobile stationsin the
potential next cell that they may visit. Improving the prediction
of potential next cell that a mobile station may it will cause
better bandwidth utilization. In this paper, we propose weekly
prediction based bandwidth reservation scheme. Theroposed
scheme, WPBR, improves prediction by means of staig weekly
movement probabilities of mobile station based on krkov

modeling techniques. In order to decreasing the stage space
that is needed for storing the mobile station's maament
probabilities, we adopted a dynamic hashing approdc
Simulation results show that the weekly predictionin the
proposed scheme, significantly improves bandwidth tilization,

and the adopted dynamic hashing approach caused tleverhead
of storage space to be acceptable.

Index Terms—Macrocellular Wireless Networks, Bandith
Reservation, Mobility Prediction, Markov Modeling €Ehniques,
Dynamic Hashing.

. INTRODUCTION
N recent years there has been a rapid developmembbile

and wireless cellular networks. One of the mostomaj

challenges in the mobile and wireless cellular oeks is to
efficiently utilize the bandwidth while the qualityf service
(QoS) of the ongoing calls should be guaranteedve+er,
due to user mobility, establishment and managenudnt
connections are very difficult.

A mobile and wireless cellular network consistsadbt of
cells that serve a large number of mobile userk watrious
mobility patterns and a number of applications.el mvolves
a base station (BS) and a number of mobile statibtiss).

When an MS moves from the coverage of a cell i@ t
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coverage of another cell and there is an ongoifigtbe call

should be handed over from the prior cell to the nell. This
process is called hand off. If there is no avaddiandwidth to
serve the hand off call in the new cell, then ta#l will not

complete and will be dropped by the new BS. Tlaeeethree
elementary QoS parameters in the cellular netwdhes:hand
off call dropping probability (CDP), the new callobking

probability (CBP) and the bandwidth utilization (RIN

From the user point of view, dropping of an ongodad is
more undesirable than blocking of a new call. Ie tther
word, ongoing calls must prioritized over new calls
literature, several approaches have been propasegdive
priorities to hand off calls [1]. One most comma@peoach to
prioritize hand off calls over new calls is by neseg channels
for hand off calls. Schemes that utilize mentioapgroach are
classified azhannel reservation schemés.

Reserving some bandwidth at each BS could only
utilized by hand off calls. Since any such reséovat
inevitably increases the CBP, and decreases thtensygs
BWU, it is very important to make reservations parsgly as
possible. One astute way for the purpose of spaesegrvation
is to reserve bandwidth for each MS based on itslipred
path through the cellular network. At first, thetgutial next
cell that an MS may visit during its lifetime isgolicted based
on some information about the MS’s mobility, ancerth
bandwidth reservation will be made only in the ptitd next
cell that the mobile station may visit. In [1], sches that
utilize mobility prediction approach to reserve taidth are

be

classified aspredictive mobile-oriented channel reservation

schemegPMOCR).

The information that employed in the mobility pretdn
could be categorized into two types: current mupbili
parameters of MSs and observation histories of M3&
schemes that using current mobility parameters \igdecity,
direction, angle or distance in their predictioypitally
compute the probability of events occurring, dejegpan the
values of these parameters. In [1], it mentionet the key
limitation of prediction by means of current motyili
parameters is the
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Another problem in these approaches is the overttealbtain
mobility parameters. However, the serious probleith these
schemes is hidden behind the parameters and thditgnob
models that used in their predictions. The majoafythese
approaches utilize mobility models like random waipp or its
variants that fail to represent all or some of rligbi
characteristics (temporal and spatial dependencyetifcity
and geographic restrictions) that mentioned in Bt the
predictions are unrealistic without representing bility
characteristics.

History-based schemes use historical mobility pasteof
MSs to calculate their potential next cell. Thesbesnes are
based on a reasonable assumption that mobilitynoM&
shows some regularity in urban areas. In [1], ibtiemed that
the key limitation with all history-based schemes the
overhead to store and update observation histdaeshe
MS’s mobility.

There are two common approaches to work withweekly-prediction-based bandwidth

observation histories: data mining techniques aratkav

modeling techniques. In data mining approach, osebility

patterns are mined from the history of mobile usgjectories.
The MS'’s next movement is predicted by using mupbililes,

which are extracted from the user mobility patterikese
trajectories are saved over time and the neededgstspace
will grow over time too. In markov modeling apprbac
potential next cell for an MS predicted based ostdnical

mobility of the MS using Markov modeling. The Markan

mobility model defines distinct probabilities forowement
from a given cell to each of its neighbors. Thus tieeded
space for storing movement probabilities in markaoadeling

approaches does not exceed a particular limit.
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Figure 1.Comparison of needed storage space bymaiag approach and
markov modeling approach

In Figure 1 needed storage space of the markov lingde
approach that suggested in [3], is compared taléta mining
approach that explained in [4]. The comparisondeedin a
macrocellular wireless network with 25 cells and rébbile
stations that move based on real time traces that bbtained
through the reality mining project [7]. Our simudat results
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show that the needed space of data mining apprisch
extremely more than needed space of markov modeling
approach. Thus the data mining approaches are igbt r
choices for mobility prediction in the macrocellulaireless
networks with a large number of mobile stationaripan area.

In this paper, we propose a predictive mobile-dagdn
bandwidth reservation scheme that improves predictly
means of storing weekly movement probabilities @d\based
on Markov modeling techniques. Also, we adoptegraachic
hashing approach in order to decreasing the stapaee that
is needed for storing the movement probabilitiemuation
results show that the weekly prediction in this elostrategy
significantly improves bandwidth utilization, anidet adopted
dynamic hashing approach fairly overcomes the maathof
storage space.

The remainder of this paper is organized as foll®estion
Il gives an overview of related works. In sectidhthe novel
reservation (WIPBR
strategy will be introduced. Section IV describ@suwation
environment and provides simulation results andugisions.
Section V gives a plan for future works and conekidhe
paper.

Il. RELATED WORKS

Many history-based mobility prediction schemes hibgen
proposed to estimate the potential next cell tmatvs may
visit. In [3], a dynamic location managemestheme have
been introduced, in which potential next cell fan MS
predicted based on historical mobility of the M$gsMarkov
modeling. The Markovian mobility model defines dist
probabilities for movement from a given cell to leaaf its
neighbors. These probabilities are stored in airttat called
transition matrix. Each cell records movement phbiliiges
based on the frequency of hand offs to its adjacetis for
each MS that is on a call inside the cell. Movement
probabilities are updated at specified refresh rvats.
Refreshing process may take place hourly, dailynmre
infrequently. The proposed algorithm for obtaininge
movement probabilities is given as follows:

1) For every hand off to a neighbor cell, the handtaffy
for that particular neighbor is incremented, or tedl is
recorded as a neighbor if not previously seen.

On a cell refresh, each individual hand off taflydivided
by the total number of hand offs to obtain the piality
of moving to each cell.

Stored movement probabilities are smoothed using a
simple exponentially weighted moving average a4d.jn
Each hand off tally is reset to zero and the predss

continued.

2)

3)

4)

prob(c,i) = wxprob(c,i-1) + (1-w)xnewProb(c).

1)
For each MS the probability of moving to cellin the

interval i obtained from (1), in whictw is the smoothing
factor. Each cell requires two hash maps, oneai@ $he hand
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off frequencies that resulted mewProb(c) and one to store
the smoothed movement probabilities that used tdipr
potential next cell. MS’s mobility patterns attairsteady state
and are predictable after a series of repeatedefetishes.

However, a single transition matrix for the wholeydwill
cause unrealistic predictions [5]. In urban areaspnsiderable

number of MSs are moving from home to work every

morning, and coming back from work to home in the
afternoon. So, if an MS came back to home in tmeespath
that has gone to work and refresh interval wastgrehan or
equal to a day, a single transition matrix will givequal
probability of occurrence for both of the movemeaths (to
work and to home) at any time of the day. In order
overcome this problem, the day is divided into efgted time
slots (00:00-6:00, 6:00-8:00, 8:00-10:00, 10:00002:12:00-
14:00, 14:00-16:00, 16:00-18:00, 18:00-24:00). Vidlial
transition matrixes are created and maintainece&mh of the
eight time slots [5]. This approach will cause moealistic
mobility prediction, but on the other hand it inases the
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In Table |, the main steps of the call admissiomticd
module are described using pseudo code. In theofestis
section, the structure and the action of predictinadule
would be introduced.

TABLE I. PSEUDOCODE DESCRIBINGTHE CALL ADMISSION CONTROL

MODULE

/Imethod gets MS id, and required radio resourcs,, as input
arr = available radio resource from radio resourceagament module
if (rrr<arr)
acceptthe request
nCell = get the potential next cell from prediction miedu
send reservation request to nCell
else
reject the request

A. Weekly Behavior Similarity

In [6], authors have tried to expand the comprehmendf
pragmatic user behavior in macrocellular wirelesswvorks,
utilizing real time traces. The traces have obthiteough the
reality mining project [7]. We use their tracedtiis paper too.

storage space that is needed for storing the maviemeln [6], the parameteyr; defined as in (2):

probabilities.

I1l. WEEKLY PREDICTION BASEDBANDWIDTH RESERVATION
SCHEME

In this section, proposed radio resource manageme
scheme would be introduced. When MSnoves into the
coverage of celc in time slott of dayd and there is an
ongoing call, a hand over request will be sentaibadmission
control module of celt. Then call admission control module
gets the available radio resources from radio mesou
management module. If there was not enough resotitee
call request will be rejected. If there was enotegource, call
admission control module will allocate the resoarte MSi.
Subsequently call admission control module will dhe
potential next cell from prediction module and wsénd a
bandwidth reservation request to the resource vasen
module of potential next cell, and then resourcgemation
module reserves requested bandwidth if possible.stitucture

of proposed radio resource management scheme has be

Potentia
Next Cell

depicted in Figure 2.
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Number of newly visited cells

pn = Total visits (2)
The ratiopr; indicates that to what extent the user mobility

biehavior is predictable. The swing in vajug from the day i

to the day i+7 of each week is seen to follow aiquic

pattern. Comparable weekly patterns suggest rejaetit

patterns in user movements. It seems that molghtyern of

MSs is repetitive with a period equal to a week.

Now, we introduce another parameter to indicateviat
extent the user mobility behavior is similar to it®bility
behavior in the previous days. Behavior similadgfyMS i in
the dayn to its behavior in the dap-j that indicated by
S;(n,n — j) defined as in (4):

Ni(ck’ n) =
Number of times that MS i visits cell k in day n. 3)
Si(nn—j) = Y for ait kMin(Ny(cg,n).Ni (cg,n—j)) @

Yfor attk Ni(ckm)

Also, behavior similarity of all MSs in the dayto their
behaviors in the dag-j that indicated bys(n, n — j) defined
as mean of similarity ratios of all the MSs in tietwork as in

(5):

Yfor auiSi(nn—j)
number of MSs

S(,n—j) = (5)
A plot of §(28,28 — j) for 0< <28 is given in Figure 3. It is
obvious thas;(n,n)=1 and s&(n, n)=1.

S(n,n — j) could be used as a parameter to indicate that to
what extent the mobility behavior in the networksisnilar to
the previous days. Figure 3 illustrates that inrtteerocellular

wireless networks, the mobility behavior in the das similar
to the mobility behavior in the dayr. Therefore, it seems that

Figure 2. The structure of proposed radio resonr@eagement scheme
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mobility prediction based on weekly observationsnisre TS(n,t; n—j,t') = Lfor auiTSi(ntin—jtry @)
pragmatic than mobility prediction based on daily number of MSs
observations.

A plot of TS(28,10; 28 — j, t") for 14< j<28 and Gt'<10is
given in Figure 4. It is obvious th&S;(n, t;n,t)=1 and so
TS(n, t; n, t)=1.

1 -

0.8 -

The time slot similarity ratioTS(n,t;n —j,t), could be
used as a parameter to indicate that to what ettterhobility
' behavior in the network is similar to the previdime slots.
. Figure 4 illustrates that in the macrocellular Wéss networks,
the mobility behavior in the time slobf dayd is similar to the
] mobility behavior in the time sldtof dayd-(x*7) thatx € {1,
2,3, ...}
0 7 14 21 28

B. Weekly Prediction

Day (28-) And now, we introduce our weekly predictive bandwid
reservation strategy. In order to predict movenoémtach MS,
the week is divided into 56 fixed time slots (eat&y is
divided into eight time slots as explained in [GP)dividual
Similarity ratio could be defined for time slotsthgir.  transition matrixes are created and maintaineceémh of the
AssumeN;(c, n, t) indicates the number of times that MS i 56 time slots during the week. For MShe probability of

§(28,28)
o
(2]

o
N
L

o
N
L

Figure 3. Behavior similarity of MSs in day 28 keir behavior in the
previous days

visits cell k in time slot t of day n. Behavior slanity of MS i moving to cellc in time slott of the dayd indicated by

in the time slot of dayn, to its behavior in the time sl6tof  p;(c,t,d) which obtained through the frequency of hand offs

dayn-j that indicated b{'S;(n, t;n — j, t") defined as in (6): to cell ¢ during time slott of dayd. Movement probabilities
will be updated using (8) at the end of each tidwt. She

TS,(n,t;n —j,t') = Zforallkmin(Ni(Ck»n:t)»Ni(Ck:n—]',t’))' ©) transition matrix for MS in time slott of dayd indicated by

Yfor allk Ni(cpnt) M(i,t,d).

Behavior similarity of all MSs in the time sloof daynto  p,(¢,t,d) = w x P,(c, t,d) + (1 — w) X newProb(c). (8)
their behaviors in the time sl6t of dayn-j that indicated by
TS(n,t;n — j,t") defined as mean of similarity ratios of allthe When MSi moves into the coverage of new cell in time slot
MSs in the network as in (7): t of dayd and there is an ongoing cafirediction moduleof
the cell detects the corresponding transition matrid then,
searches the matrix for maximum transition proligbil
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Figure 4. Behavior similarity of MSs in time sld of day 28 to their behavior in the previous tistats
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(p"*). It seems thag’ should be greater than or equabt8. If ¢’
was less thaf. 3, the current time slot movement probabilities
pi"™* = MaXsor cach adjacent ceut c1Pi (€, T, d)}. (9) s less effective than adjacent time slot moverpeobabilities

in calculatingp/"***, and it does not makes sense. The value of
As it mentioned, time slots are fixed and the MBawor 4’ must be proportionate to behavior similarity of $48 their
fluctuates from day to day. Hence a movement might behavior in time slots, t-1 andt+1. Thus, there is a direct
captured in the adjacent time slots which may tesul correlation between’ and time slot similarity ratiofG). The

and this problem will not be solved even if vareakime slots
be used. q' =
) _ _
In order to overcome this problem, the predictionld be —_— T_S("'tf”:(f_”)'” . . (12
made with the aid of transition matrix of the adjatctime TSGR E=DATS (6 = (XD DTS (= (X7 1)
slots. The mobility behavior of MSs in time stoof dayd is
moderately similar to their mobility behavior inmg slott-

landt+1of dayd of the previous weeks as it could be seen in 2[7%]@,(},))
j=1

Figure 4. Thus, in order to resolve the problemM$'s ¢’ == (13)

behavior fluctuation, prediction module could make 7

predictions based on the transition matrixégi, ¢ — 1,d), In (12) the parametdts is the time slot similarity ratio and
M@, t,d) andM (i, ¢ +1,d). q’(j) indicates the correlation of mobility behaviortime slot

If p/"** was greater than or equal to a minimum threshold to mobility behavior in time sldtof j weeks ag@’ obtained
Pmin, the bandwidth reservation request will be serthéocell  from averaging out the values @‘f(j) for j={1, 2, ..., [n/7]}_
that maximizes (9). Otherwise,pf"**was less thapnin, the  The parameteq’ could be obtained at the beginning of each
prediction will be made based gif*“* that obtained from {ime siot or could be obtained for all time sloteran initial
(10). In the other word, ip"** was less thampmi,, the  period (about a month). Based on reality miningegathat
bandwidth reservation request will be sent to tké that  sed in this article, the value gf was chosen to be between

maximizes (10). 0.4 and0.5 to make more accurate predictions.
pit = max {g xpi(c,t,d) + TABLE II. PsEUDOCODE DESCRIBING THE PREDICTIONMODULE
for each adjacent cell ¢

/Imethod gets, t andd as input
1-q 1-q Pmin = 0.2
- X pi(c,t—1,d) + —~ XDi (c,t+1,d)} (10) o

p'."“x =0

i

The algorithm effectiveness affected by choosing| ¢ =null _
appropriate value fop,,;,,. Choosing a high value far,,;, Wh"e((;tze;z)'(f :&gﬁg&?ﬁcem cell)
results in smoothed prediction, but also, incresisesnumber s+=p,(c t,d)

of accesses to the transition matrixes from 1 t&d@. each if (pi(c, t, d)>pi"*)
adjacent cellk, the probabilityp;(c,t,d) will be equal to 0, P =pietd)
and so,p™** will be equal to O until the first movement is if(p:nax>pc;in)_c
captured in the time slotin the dayd. After capturing the first return cex

movement in the time sldtof dayd, Y. p;(c,t,d) will be else
pir**=0,q =0.5c

equal to 1. Hence, if the number of adjacent dsllg, the while(there is another adjacent cell)
minimum value forp*** will be 1/n. Thus,p,.i» should be ¢ = next adjacent Cf"
-9
greater than or equal i’dn.Assuming the number of adjacent _fp :‘I_Tng(f' t,d)+ — (pilc,t —1,d) +pi(c,t + 1,d))
cells to be 6p,,;,, should be greater than or equabtb6. The ' (p>§§nax): o
value ofp,,;, was chosen to be 0.2 to make more accurate Cfnaxzc
predictions. if (pi"**= =0)
o=0
The weighting factoq in (10) indicates that to what extent =0 _
pMe*is affected by adjacent time slots. If any movensgiit Wh”e%hf’nee'xst33?;2:;?35"“ cel)
not captured,q should be equal to O in that time slot. F+=pctd—1)
Otherwise, it should be greater than 0. §mbtained from if (p; (c, t, d)>pTe*)
(11): P =pict,d—1)
crar=¢
, return cf***
q=q X Zforeachadjacentcellc pi(c' t, d) (11)
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When a BS attaches to the cellular network, it has
background information about the mobility patterftence
any prediction and reservation will not be madehia initial
period. The mobility pattern of MSs in daly is moderately
similar to the mobility pattern in day — 1 and dayd + 1 of
the previous weeks as it could be seen in FiguBn3in order
to improve prediction in the initial period, pretiicn module
could make prediction based on the transition mdtbt the
MS in time slott of dayd — 1, M(i,t,d — 1).

The prediction module of each cell gets andd as inputs
that indicate the MS id, the time slot and the déyweek
respectively. At the end, prediction module returie
potential next cell that MS may visit, and subsequently
bandwidth will be reserved in the predicted cail.Tlable I,
the main steps of the prediction module are desdribsing
pseudo code.

C. Storing Movement Probabilities

Weekly prediction needs to store and update tiansit
matrixes weekly that require more storage spacewvdakly
prediction, for each MS, there are 56 time slotemhs in
daily prediction 8 time slots should be traced dach MS. It
seems that required storage space for weekly piadits 7
times the required storage space for daily preatictHowever,
in practice, some time slots will never capture amyements.
Simulation results show that in actual traces, irequstorage
space for weekly prediction is 3 to 4 times theunegyl storage
space for daily prediction. This ratio could berdased to 2.5
using dynamic hashing approach. Decreasing theireztju
storage space in macrocellular wireless networksuisial due
to existence of a large number of MSs.

In order to storing movement probabilities, hashiag been
suggested in [3]. The hash function maps MS id ihéostored
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probabilities. When an MS, for the first time, mevato the
coverage of new cell, all the space that is neefied
movement probabilities will be allocated to it. Hever, as it
mentioned, some of the time slots will never captany
probabilities. In this work, a dynamic hashing agwh has
been introduced to allocate just the required gmispace to
an MS.

Dynamic hashing promises the flexibility of needgdrage
space while preserving the fast access times eghdobm
hashing [8]. Dynamic hashing is a type of hashiimjctvtreats
a hash as a bit string. The hash functi¢h) returns a unique
binary number that its firdb bits will be used to figure out
where they will go in the hash table. Additionally,is the
smallest number such that the fipsbits could be the same for
utmostb,, ., keys, thab,,,, is the bucket size.

In this article, in order to simplify hashing, thimary format
of keys is used as the bit string. The transitiatrin of MSi
in time slott of dayd indicated byM (i, t,d). So the key may
consist of 3 fields, MS id, time slot and the d&jow the
guestion is, how firsb bits should be structured and what
fields must firsto bits consist of?

The plot of time slot similarity that had been degd in
Figure 4 has been shown again for the last weé&ligure 5. In
this sample, similarity of last week time slotsthe reference
point, time slot 10 of day 28, has been depicteglage shape
data points indicate the most similar time slotstied most
dissimilar days to the reference point time slahia last week.
As it mentioned, the most similar time slot in goais days to
a reference point time slot is the same time sioprevious
days. Triangle shape data point indicates the missimilar
time slot of the most similar day to the referepoént time
slot in the last week. As it mentioned, the mostilsir day in

|
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time slot time slot time slot time slot time slot time slot time slot time slot time slot
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Time slot t' of day 28 /

Figure 5. Behavior similarity of MSs in time sld of day 28 to their behavior in the last week tstas
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previous weeks to a reference point day is the sdayein
previous weeks. As it could be seen in Figure Gasg shape
data points are more similar to the reference ptiné slot
than triangle shape data point. In the other waondbility
behavior of MSs in different time slots of a dayiga more
than mobility behavior of MSs in the same time slaf
different days. Thus, the number of new entrie$ ta@tured
in different time slots is more than new entriest ttaptured in
different days. Hence hash could be structuredlasaing:

1) Firstb bits could consist of MS id,

An example of dynamic hashing approach has beeotddp
in Figure 6. It has been assumed that for thisiqudar
example, the bucket size is 2. Before entefifid,7,4), the
set ofi and 2 most significant bits ¢fs adequate to construct
the hash table as it has been shown in Figure B{(@xder to
enterM(1,7,4), the hash table should be doubled as in Figure
6(b). Likewise, other bits of the key could be im#d in the
set and the hash table size could increase.

Simulation results show that for the majority ofisethe
undesirable increase in the hash table size wilsigieto a

2) First b bits could consist of some of the most significantcertain extent, and the dynamic hashing approaatierately

bits of time slotf.
3) If first b bits were same for more thagp,,, keys, firstb

overcomes the overhead of storage space. Moredyeamic
hashing causes storage space to increase impéigepiso it

bits shall extend. The extension shall done to thés possible to decrease the storage space byrigteginsition

remaining bits of time slot and then encompassdine
bits, d.

At first, the set of and 2 most significant bits éfcould be
used in construction of the hash table. For exantpke entry
M (6,5,3) will go into the index 11010 of hash table. In gom
cells, this set could be adequate to construchésh table. If
there was an entry that causes the bucket sizeedsbg,,.,
the hash table size will be doubled.

M(1,0,0)

oo | T —Thagy| MOLD
001,01 — M(1,3,2
/ M(1,5,3) (1,3.2)

001,10 — M(1,4—,1)
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3 bits oft
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Figure 6. An example of adopted dynamic hashingcegih,
(a) before enterin¥1(1,7,4), (b) after enterind1(1,7, 4)

matrixes that will not be used any more. Howevppartunity
to decrease storage space is not investigated here.

IV. SIMULATION AND RESULTS

In order to evaluate the performance of proposedkiye
prediction-based bandwidth reservation (WPBR) styat the
daily prediction based bandwidth reservation (DPB&)eme
has been implemented and simulated for compari3te.
algorithms of daily prediction that described irctgen Il and
weekly prediction that described in section Illveabeen
implemented using Java.

A. Simulation Model

The data set that have been used in this studglalsed by
researchers at MIT Media Laboratory, and came f\okia
6600 phones programmed to automatically run theeinog
application as a background process at all timpsTfese real
time mobility traces have been mapped into a matidar
network with 25 hexagonal cells that each cell Gagljacent
cells. Table lll summarizes the various simulatgarameters
whose values were empirically chosen to repredsmtntost
realistic scenario for the simulation. Each simolatwas
carried out for 28 days of real time traces innfecrocellular
network. It is assumed that the arrival rate of realis is a
Poisson distribution with a mean arrival value &.0

TABLE III. SIMULATION PARAMETERS
Parameter Value Description of parameter
N¢ 25 Number of cells simulated
Npps ? 95 Number of mobile stations in system
B, 30Mbps Maximum bandwidth capacity of a cell
Bieq 3Mbps Average bandwidth requirement for a call
C, 0.5req/s Average connection arrival rate
Ca 235s Average call duration
w 0.5 The weighting factor that used in (1)
q 0.5 The weighting factor that used in (8)

The threshold that indicates which time slofs

Pmin 02 should participate in prediction

a. This number came from number of MSs that haea Ii@ced in reality mining project [7]
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B. Experimental Results

Figure 7 compares the bandwidth utilization of YWeBR
strategy with the DPBR scheme for 28 days of sitrarleand
average connection arrival rate 0.5. There is nkdr@und
information about the mobility patterns in the ffiday, hence
no prediction will made and bandwidth utilizatioalwes are
high for both schemes. As time passed, mobilitgrimiation is
gradually gathered. Prediction and the respectaedvidth
reservation will cause bandwidth utilization vatoedecrease.
For the DPBR scheme, bandwidth utilization valuesréase
to an extent and after that leveled off at about The
subsequent negligible fluctuation in the bandwidtiization
values of the DPBR scheme has arisen from alterétiadhe
behavior of MSs.
utilization values decrease for an initial periath@ut a week)
and then increase with improvement in the predictidhe
accurate and sparing prediction caused the WPBRBnseho
gain higher bandwidth utilization.

Figure 8 compares the new call blocking probabiitythe
WPBR strategy with the DPBR scheme for average ection
arrival rate 0.5. March of progress in CBP is simio what
expressed about bandwidth utilization before. Iher WPBR
scheme, CBP increases for an initial period (abowneek) and
then decreases with improvement in the predictiwh Gause
the WPBR scheme to gain lower CBP.
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Figure 7. Comparison of bandwidth utilization b tivo schemes for
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For the WPBR scheme, bandwidtlr

86

Figure 9 compares the hand off call dropping prdtvalof
the WPBR strategy with the DPBR scheme for average
connection arrival rate 0.5. For the DPBR schemBPC
decrease to an extent and after that leveled offiatut
0.15 x 1072, For the WPBR scheme, decrease in CDP for an
initial period is less than decrease in CDP forERBR. The
trend line of the WPBR scheme shows that CDP isdlivig
by the time. . As the WPBR scheme distinguishesvéet
days of the week, its CDP fluctuates in the cowfsa week.
The weekly fluctuation in the CDP of the WPBR sckem
shows that the behavior of MSs is more predictéblsome
days of the week. For example the MS behavior orkdays
could be more predictable than weekends.
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Figure 9.Comparison of hand off call dropping ptubty by the two
schemes for average connection arrival rate 0.5

From the MS'’s point of view, the objective is tonimize
CBP and specially CDP in order to improve the penfince
of the network. Another objective, from the serviwevider’s
perspective is to decrease the cost by increasifgy Bf the
network. In order to make a fair balance betweeth ser
satisfaction and service provider satisfaction, @teuld
consider the cost/performance ratio (Z) which indel in [9]
as (14) where is the penalty factor used to reflect the effdct o
the hand off dropping over the new call blockingpénalty of
5-20 times is commonly recommended [9].The desagisyof
a call admission control scheme are increasing
performance and decreasing the cost, which meanisining
Z.

the

cost

_ TXCDP+CBP
- Bwu

per formance (14)

Figure 10 depicts Z versuson the day 28 of simulation. It
shows that the proposed WPBR scheme, for penalf~20
times, has a lower Z value than DPBR scheme.

Figure 11 compares the required storage space &VPBR
strategy with the DPBR scheme for 28 days of sitiara It
seemed that required storage space for the WPBR ieges
the required storage space for the DPBR. But sioula
results show that in actual traces, required stospgce for the
WPBR is approximately 2.5 times the required steragace
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