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Abstract—In the last decades, many kinds of task execution at the same time in a distributed environment, dynamic natures
models such as grid and cloud computing have been devel-sych as every computer’s load and CPU status and so on
oped. In such distributed systems, each task is processed by st e taken into account. To do this, provisioning is needed

respecti\(e processor in_multicored computers e.g., househo_ldfor reparing calculate ever roblems provided by those
PCs which we can easily harness in recent years. If there is prep g y p p y

one policy to automatically decide the “best” combination and Objectives. For example, how to propagate each computer's
the number of processors (and computers), we effectively utilize resource information and how to aggregate “peers” to construct
those computational resources, thereby large number of jobs can peer groups in the overlay network based on specific criteria
be executed in parallel. In this paper, we propose a method ;, advance are indispensable[3], [6], [7].

for mapping of execution units for such environments. The Wi d thod f ffecti f tati |
method adopts a remapping technology after processor-execution € proposed a method for elrective use ot computationa

unit mapping[11] is finished. Experimental comparisons by a resources each of which has a single processor in a hetero-
simulation show the advantages of the proposed method. geneous distributed system [11]. The method automatically

Index Terms—Task Clustering, Multicore, Distributed Sys- denyes set of.m.appmg between each processqr and each
tems, Parallel Computing assignment unit (i.e., the set of tasks it @©AG (Directed
Acyclic Graph)” program such as a workflow type job), by
which the degree of contribution for each processor toward
|. INTRODUCTION the response time minimization is maximized. However, the

ECENTLY, task execution models are becoming diversg‘ethOd does not assume more realistic situations, e.g., each
R e.g., grid computing[1], cloud computing. Such COr.npuc;om'puter may ha}ve a pa.raIIeI. exgcution scheme ;uch as
tational models often require parallel execution models suBp!ticore and multi OS by virtualization. Thus, our previously

as parametric job execution, background data analysis for dBfgPosed method can not be applied to those environments.

mining, and searching for a target value in a key-value store[if].a model which accommodates them, the response time

Irrespective of dedicated computers or household computef@n b€ minimized with a smaller number of computers. In
they should be effectively used when a parallel executidi'S Paper. we propose a theoretical method for deciding the
model is applied. Moreover, requirements for job executioft: Of Mapping between each computer and each assignment

tends to become diverse due to multiple demands from {Hait for effective use of computational resources, where each
job submitter. To handle with such diversity, multi-objectivé:OmpUter can have paraliel execution scheme. The proposed
approaches for task scheduling and resource allocation mog§tn0d assumes that a computer with two or more processors
have been proposed and being under development[3], [3F two or more processors are comp_letely connected over
[5]. Those approaches assume that requirements (e.g th network with infinite network bandwidth. Then a lower
deadline for the job execution, total costs, and so on) gpgund of assignment unit size is mathematically decided for
decided by a job submitter, i.e., an user. Thus, those mufgach processor for limiting the number of processors. Actual
objective approaches focus on how to satisfy every 0bjecti%signment units are generated by a task clustering algorithm

specified by an user. If multiple objective should be satisfietf!til €ach size exceeds the lower bound. Among processors
which belong to the same computer, every task in assignment
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Fig. 1. Proposed part

content of the proposal is presented in sec. IV, and theoreticalDne constraint imposed by a DAG is that a task can not
analysis in terms of effect of the proposal is presented in sé& started execution until all data from its predecessor tasks
V. Advantages of the proposal is shown by the experimentirive. For instance;; ; means that; can not be started until
comparisons in sec. VI. Finally, a conclusion and a future wodata fromn; arrives at the processor which will executg.

are presented in sec. VILI. And let pred(nf) be the set of immediate predecessors of
n?, andsuc(nf) be the set of immediate successorsgf If
[l. ASSUMEDMODEL pred(nf) = 0, nf is called START task, and ifuc(nf) = 0,

n? is called END task. If there are one or more paths frgjn

A. Job Model : ,
o _ ) to nf, we denote such a relation a$ < n;.

An assumed job is expressed as a Directed Acyclic Graph

(DAG), which is known as one of task graph representations.

Let G, = (Vs, E,, V) be the DAG, wherss is the number

of task merging steps (described in the latter half part in this Task Clustering

subsection)V; is the set of tasks aftertask merging stepdy,

is the set of edges (data communications among tasks) afteWe denote the-th cluster inVyj, ascls,(i). If nj is in-

s task merging steps, and;, is the set of clusters which cluded incls,(i) by “the s + 1 th task merging”, we formulate

consists of one or more tasks aftetask merging steps. An one task merging asls,1(i) « clss(i) U {n}}. If any two

i-th task is denoted as?. Let w(n;) be a size ofn}, i.e., tasks, i.e.n; andnj, are included in the same cluster, they

w(n?) is the sum of unit times taken for being processed kare assigned to the same processor. Then the communication

the reference processor element. We define data dependédsetyveenn; and n; is localized, so that we define(e; ;)

and direction of data transfer fronf ton; ase; ;. Andc(ej ;) becomes zero. Task clustering[8], [9], [10] is a set of task

is the sum of unit times taken for transferring data frafnto  merging steps, that is finished when certain criteria have been

n; over the reference communication link. satisfied.
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C. System Model cls, (1) "

We assume that each computer is completly connected to
others, with not identical processing speeds and communica- "
tion bandwidths. Each computer has one or more processs *
ing elements (PE). The set of computers is expressed &s
M = {M;, Ms,...,M,}. The set of PEs in; is expressed : "~
asP; ={Pi1,P;2,...,P;p,}, and let the set of processing
speeds inP; as oy, i.e., a; = {a; 1, 2, ..,q;p,}, Where
1P| = |al.

As for data communication among computers, let the set of
communication bandwidths be, i.e.,

4

o, =4 oy, =2

(a) After 5 tesk merging steps have been done.  (b) After processor assignments have been done.

o0 Pz Bz o Pim Fig. 2. Example of WSL
f2q o0 P2z ... Bom

ﬁ = ﬂ?),l ﬂ3,2 S8 ce ﬂS,m
. . . . . define “WSL afters-th task merging step” asl,, (G2, ¢s),

' ' ' which means the largest value that the response time can take

Py Bz Bmz .. o0 when every task is executed as late as possible aftesk

B;,; means the bandwidth fromy; to A/;. We assume that a merging steps and the mapping statehas been decided.
communication bandwidth between two computers, €\g., Fig. 2 shows one example of how WSL is decided. In this

and M; is the same between any one Bf and any one figure, (a) is the state after 4 task merging steps have been
of P;. The processing time in the case thgt is processed finished, and (b) is the state that each generated cluster is
on P;, is expressed as,(n},a;,) = w(ny)/o;,. The data assigned to one actual PE. In (b), note that data communication
transfer time ofe; ; over j3; ; is tc(ef ;, Bk,i) = c(ef ;)/Bk,.  time in the same PE is set to 0. Then we WSL is derived by
This means that both processing time and data transfer titnecingn? — n3 — n2 — nj — n3, i.e., sl,(GS,,, ¢s) = 25.
are not changed with time, and suppose that data transfer timén [11], it is proved that minimizing WSL has good effect
within one computer is negligible. on the schedule length, i.e., it is necessary that WSL should
be minimized to minimize the schedule length. Since actual
WSL after s-th task merging step can not be decided ustil
task merging steps have been finished, we must estimate the
A. Processor Utilization in Singlecore Distributed systems upper bound of WSL aftes — 1 task merging steps have been

In this paper, we propose a method for processor utilizatiéifished(i.e., befores-th task merging step). If we define an
in a distributed system, where each computer has one or mggper bound of the difference between WSL afteth task
PEs. The difference between the method proposed in [11] amérging step and the initial WSL(i.e., 0-th task merging step)
a method in this paper is whether such multicore computers @&&Asls, ! (6), we have

Ill. PROBLEM DEFINITION

considered or not. According to [11], “processor utilization”, Asl~) (5) =

in other words, “effective use of computational resources”, woup

means to maximize the degree of contribution for reducing max {w(nf)}  max {c(e%l)} . Z{ w(ny)
the schedule length for each PE. Fig. 1 shows a process flow | "¢€% Cr.1 EEo k€81

we are assuming. A job is processed by three steps, i.e., (I) a Qp B(p) day
lower bound for each cluster (set of tasks) execution time is

derived, (II) mapping procedure to assign a PE to a cluster, max {C(egl)}

(1) task clustering algorithm to generate actual clusters. Since % €Eo ’

these procedures were proposed in [11], we describe only the o - W’ (2)
abstract. Br.a€P

1) Lower Bound Derivation for each Cluster Executiomvhereg, is the initial mapping state that each task is assigned
Time: According to fig. 1, the method proposed in [11] derivet a “virtual PE” having the maximum processing speed and
a lower bound for each cluster execution time (total tagke maximum communication bandwidth. At the mapping state
execution time in a cluster on a PE). To impose a lowef, the critical path length equals to the WSL at the initial state
bound, the number of required PEs is limited to some exteg, (for more details, see [11]). At eq. (2),is the lower bound
At the same time, the response time should be minimized fof each cluster execution timé. is derived by temporarily
achieving processor utilization. assuming identical network, where we derive the lower bound

Since the schedule length can not be derived until eveligr every cluster execution time on tasks dominating the WSL.
task is scheduled, each lower bound should be decided withy , is a set of tasks on a path dominatisig,(G%;.", ¢s_1)
estimating the schedule length. This is because these three feag., at (b) in fig. 2seq:’ is {nf, n3, n2,n3} or {n?, n3, n2}).
cedures in fig. 1 are performed before a task scheduling[14].Fig. 3 shows one example haivis derived. In this figure,
Thus, the method in [11] defines an indicative value for th@) is the state after 4 task merging steps have been finished. In
schedule length as WSL (Worst Schedule Length) [11]. Lé&h) there are unmerged tasks each of which is assigned to the
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AL (82,0, B(P))) = —

...assign
i 5,0 o

Path of sl (G!,,4,) A';;" Q:
\‘-

< 10 "

unmerged
tasks

B
G ® @3)

(a) State after 4 task mergings. (b) Try to minimize sl (G, ¢,)
over the identical network of P,

Groach {p.a}
2) Processor SelectionAt this phase, a PE to be assigned
_‘asgi‘%n to a nstivlv clsuster(e.g., “n_ew (?Iu_st_er” at fig. 3)_is decided.
,-,gls(.(l) If Asly o (05,¢(ap, B(p))) is m|n|m|;ed by applying actual
values ofw, and §(p), the PE having these values should
be selected for processor assignment. Then the minimized
Asls (65, (ap, B(p))) is obtained, by which the upper
bound of WSL can be minimized.
3) Task clustering:Since the PE to be assigned has been
decided, both values @f,,.(P,) andAsi3 ! (85, (o, B(p)))
are decided. The objective of the task clustering is to generate
the cluster whose execution time exceeys,(F,) and to
minimize WSL, i.e., sl (G2, ¢s). One policy of the task
clustering is to selegtivot (a cluster in which at least one task
(c) State after 6 task mergings. belongs tosl, (G%;.', ¢s—1) andtarget (a cluster in which at
least one task has data dependency with one of tagkvist).
These two clusters are merged into a new cluster, and then
if the cluster execution time of the cluster does not exceeds

dopt(Pp), the cluster becomes the “negwwot”. Then the new

Fig. 3. Assumed model for WSL derivation

“virtual PE” having the maximum processing speed and corfft79¢t is selected for more merging steps.

munication bandwidth, respectively. On the other hand, otherBY répeating (1) - (3), every cluster execution time becomes
tasks are assigned to an actual PE. In this state, the das r than each decided lower bound. In such an obtained
line corresponds to the path of WSL, i.el,, (G, ). Then output DAG, it was fOI_Jn(_j that the degree of contribution for
we temporarily assume these tasks will be clustered and e&P§€d Up can be maximized[11].

cluster is assigned to an identical PE(in (b), the PE 5 We

haveAsl4 . (5), which is a function with respect t& From B Objective of the Proposal

(b) we obtain the optimal value of (let call “5,,:”) by which The method for processor utilization described above has
Asly, ,,(6) is minimized. OnceS,,, is obtained, every cluster good effect on a “single core distributed system”, where each
in (b) is restored to clusters in (a) and then unmerged tadRE is completely connected over the network. However, the
in (a) are merged into one new cluster until its execution tinféethod does not take into account the locality among PEs. In
exceedsl,,; (see (c)). It is assumed that the cluster executidig- 1, a multicore distributed system is assumed. If the method
time of the new cluster in (c) exceedls,; after 6 task merging proposed in [11] is applied in such an environment, each
steps (it was not enough after 5 task merging steps). cluster(assignment unit) is assigned to different computers (see
We obtain the minimum value ofl3"! by differentiating fig. 1). Thus, we propose a processor mapping policy taking
eq. (2) with respect t@. If we define the value of when into account the locality among PEs. In the top part of fig.
sl*~1 takes the minimum a&,,(P,), we have 1, two clusters are assigned to different computers. This is
o P p because that the method proposed in [11] tries to find the PE

8 (P,) =
ot (Fp) to be assigned to a cluster by only applying its performance
0 0 information to eq. (3). On the other hand, the bottom part of
ngegqil wing) Rty {w(n)} 0 eE, {C(ehl)} fig. 1 corresponds to the result by applying the proposal. In
o o - () ;  this case, both clusters are assigned to the same computer. The
P P P process of our proposal is performed after three steps ((1)-(l11)

in fig. 1).
where3(p) is the minimum communication bandwidth &5.

83 .(P,) is the lower bound of the cluster execution time to be IV. PROPOSAL

opt
generated aftes-th task merging step. I8;,,(P,) is applied As stated in the previous section, the proposed method is
to Aslm}p(é), we have performed after three steps proposed in [11] have finished. In
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INPUT: < GE_ ¢r >, whereR is t of task merging step required to immediate predecessor
obtain the output DAG of [11]. of top, (k)

OUTPUT: < Gﬁs, ¢/ >, where R is R plus “4 of the remapping R

required to obtain the output DAG of the proposal”. 4 SSigl}w-n

Define P(clsr(k), pr) = Pi,p, Whereclsr (k) is assigned taP; ,, at e, O

tope (k) e

PR

Define M (clsr(k), ¢r) = M;, where P(clsr(k), ¢r) = P; p is
included inM;.

Definecom r (k) as the set of tasks inls g (k) s.t., they have outgoing
or incoming communication with other clusters.

Define C HK is the set of clusters dominatimjw(Gfl's, ¢ r) obtained
by the method of [11].

1. WHILE CHK # § DO

2. Find clsr(k) s.t,
w(clsr(k)) = PN .- {e(clsr(i))};
3. Set an immediate predecessor or successor task gf k)

or out (k) asnf, st,nf € clsg(l).;

4 FOR EACH clsr(l) DO . .
5. Ak, @i py aj.q) — e(ky ip, 0rj.q) — w(k, ajg); (a) before remapping (b) after remapping
6. END FOR

7 Find max of A(k, a;, p, ej,q) and movecls g (k) to Pj 4.; © :asetof tasks on one seqy.

8 Removeclsg (k) from CHK ;

9. END WHILE

Fig. 5. Example of the cluster remapping algorithm

Fig. 4. Procedures for cluster remapping.

cluster to be moved is the one having the maximum sum of
communication time and task execution time in WSL.

Next, we describe the details of the criterion for cluster
A. Algorithm Overview selection. Let us return to the definition ef, (G% ., ¢r),

. L whose details of the derivation are defined in table. I(for more
As stated above, it was proved that minimizing WSL Ca&etails see [12]). As can be seen in tablesll, (G, ¢r)
lead to reduction of the schedule length. Thus, at first clusters | " ) , cls> PR

is” derived by taking the maximum ofVy(i), which is

dominating WSL must be specified for “remapping”. This is erived by applyingTLy(i) and BLx(i). TLn(i) means

because such a remapping can make WSL smaller than that . . ; ) ; _
obtained after three steps ((I)-(lll) at fig. 1), thereby it e maximum start time of a task ifls (i), while BLg (i)

. . eans the maximum elapsed time from start time of a task
conceivable that the schedule length is also made smaller by L . . L
L o to’the finish time of the END task including communication
the localization of the data communication.

Fig. 4 shows the cluster remapping algorithm, and fig. gge(l.e., the path length from a task to the END task). In the

; ; : le,ing(i) and outr(i) are sets of tasks having incoming
ShOW.S one e_xample of the_ aIgo_nthm \.N'th using the SN mmunications and outgoing communications, respectively
notations as fig. 4. The algorithm firstly tries to fmdaclustert&n fig. 2, ins(1) = {n2}, andouts(1) = {n?,n3, n2}). Com-
be moved by tracing tasks kg7 (line 1 - 9 at fig. 4). In fig. S SR or LD 2 T I

5, () means the state after procedures proposed in [11] hnc/lémcatlon time taken by a cluster in WSL is derived by an

. . coming communications(edge) and an outgoing communica-
been Enlshgd. In this state,.supp'ose that colored tasks bel%ﬁs(edge). On the other hand, task execution time taken by a
to seqp;. At first, one cluster in which at least one task belon

to seqp; is selected for the remapping algorithm. The selecti()[plus'[er (let define asls (i) in WSL is derived by calculating

LR S ) ) : e maximum ofS(nft i) for eachnf € clsg(i) defined in
criterion is based on calculating the evaluation value(ie., table. 1.5(n’, i) means the start time of? in clsz(i) when

function at line 7 in fig. 4). This evaluation vall_Je means hovT\Z/R is scheduled as late as possible. For example, in fig. 2(b),
long the response time can be reduced by moving the cluste

another PE. For each cluster dominating WSL, the algorithm

this section, we present details in the proposal.

have

derive A function as an evaluation value and then select the §(nj) = i Z w(n?) — —(w(n3) + w(nd))
cluster as a moving target by which the response time can n eclss (1)
effectively reduced. 1 5 5

= z(w(nl) + w(ny)) = 1.5. 4)
B. Cluster Selection After the time of S(nf,i) has been elapsed;’ can be

The proposed cluster remapping is to move each clushipcessed. Then!! sends data to other tasks in other clusters

dominating sl,, (G, éx) to one of unassigned PEs. Thus@S outgoing communications. Thus, the total time taken by data

as first the algorithm finds one of those clusters for ea&‘?mm‘ﬂ”'cat'o” and task execution of one cluster in WSL can
moving procedure. Intuitively, the cluster to be selected for t¢ defined as follow.

remapping is the one which has the greatest effect on the WSL(cis,(i)) = comn(clsg(i)) + S(nk, i) + ty(nf, apq)

i.e., that has the most execution time and communication time Feomau(clsp (i) )

in sl,(GE_, ¢r). This is because that WSL can be largely out\ 2R\ /s
reduced by moving such a cluster to the faster PE. Moreovetere com;, (clsg(i)) is the incoming communication time
localization of large amont of communication can contributes a part ofl’L (i), com..:(clsg(7)) is the outgoing com-
to the reduction of WSL. Thus, the criterion for selecting thmunication time as a part dBLg(¢). That is, p(clsgr(i)) is
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TABLE |
PARAMETER DEFINITION RELATED TO sl,, (G ) (HEREnkR € clsgr(7)).

cls

Parameter | Definition
topr (1) {anan € pred(ni)s.t.,nit ¢ clsR(i)} U {START Tasks € clsr(%)}.
ing (1) {nfﬁlan € pred(ni)s.t.,nit ¢ clsR(i)} U {START Tasks € clsr(i)}.
out g (i) {nkRElan € suc(ni)s.t.,ni* ¢ clsR(i)} U{END Tasks € clsr(i)}.
desc(nll, i) {nf|nll < nff,nf € clsr(i)} U {nf}
S(”Ea 1) anReclsR(i) t:ﬂ(”le ap) — anREdesc(nkR,i) tb(nIRv ap).
" max {tlevel(nﬁ)thp(an,ap)+tc(el,,;,;,ﬁq,p)}, if nf € topr(i).
tlevel(ny) nRepred(nfl)
TLg(i) 4+ S(nf,i), otherwise.
TLgr(7) max {tlevel(nkR)} .
nfempR(i)
blevel (nfl) max {tp(nﬁ, ap) +telel,, Bp.q) + bleuel(an)} .
nResuc(nfl),nfigclsg () ’
level(niY) tlevel(nf) + blevel(nk).
BLR(1) max {S(nLRz) +blevel(n,§)}.
nfcout (i)
LVir(d) TLgr(i) + BLr(i) = max {level(n,{?)}.
nBeelsp (i)
slw(GE., ¢R) max {LVR(3)}.

clsp(i)eVE,

P T T

comy (clss (4,2 C. Cluster Remapping

Suppose that a cluster which will be checkedlis; (), and
csg(k) was assigned t@; , € M; by the method[11]. Then
the algorithm calculates the difference betweéh o; ,, o )
andw(k, o 4). They are defined as follows.

S(n3,1)

ecssssssssscssnsscsasl

com,, (cls;(1))

cls(1)
cls, (4) E(k’féi"p’ %.r) 1
R
—— Pathof sl (G',.,0,) = o Z w(n,) + 3 Z cey,z)
“P nBReclsg (k) TP Becisp(k),
: . o nféclsR(l)
Fig. 6. Example of the cluster selection criteria 1
+ﬂ7 Z C(em,y)a (7)
P nchlsR(k)
nfféclsR(l)
total time involved byclsg (7). 1 -
. o . w(k,ajq) = — w(n,) ®)
Fig. 6 shows one example of how(clsr(i)) is decided. X4 R clsn (k)

In this figure, the path of WSL is the same as fig. 2. At the . L

left side, cls5(1) andclss(4) have been assigned to individuaF (K @i.p; @j.r) 1S the sum of cluster execution time and data
PEs, and the right side shows elements ygflss(1)). A CcOmmunication time (incoming communication and outgoing
dashed circle corresponds to the area for communicatioR@Mmmunication with a specific cluster (let define @sx (1)
while a dashed rectangle corresponds to the area for t&l clsr(l) is assigned toP;.)). That is, e(k, aip, o)
executions. In this examplegm,, (clss(1)) is 0 because there Means the total time taken to processp(k) and to com-

is no incoming communication afss(1)). Since the path of Municate withclsg(l). On the other handw(k, a; ) does

sls(G2,,) is n2,n3, n?,nd as fig. 2, we have not require data communication time witlisz(I) because
it is included in the same computer(let assume no cluster
comin(clss(1)) = 0, is assigned taP; ;). Then we define the evaluation value as
comout(clss(1)) = te(e 7, fr2) = 10, follow.
p(clss(1)) = comip(clss(1)) +S(n3,1) Ak, 05 p,a,q) = (b, s p, jq) — w(k, o q). 9)

Hp(ng, a1,1) + comour(clss(1) For each clusterisy(k), the algorithm finds the maximum

= 0+3+1+20=24. (6) value of A(k, a; ,, a; ,) with varying j andg. This is the same
meaning as varying in clsg(l)(at line 5 in fig. 4). When the

In fig. 4, at line 2 the algorithm finds a clustetsr(k) clusterclsg(l) or P; 4 is found at line 7 in fig. 4, the cluster is
having the maximunyp value inC H K for cluster remapping. removed from the set of clustef8H K. WhenC H K becomes
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empty, the algorithm is finished. From eg. (10), we have
Selection of the target for moving the clustdg (k) by R
maximizing A(k, «; ,, a;,4) Mmeans that the algorithm tries to Ap(clsr(k)) = B zC( r.s)
1

find the PE by which the time taken for processing and data
communication is minimized. + (

1 1 R

+ - cle,) ). 11

(-5 ay

From eq. (11), there are 4 cases for satisfying
Since an objective of the proposed cluster remapping is (cisg(cls(k)) > 0 depending on magnitude relation-

to reduce WSL in order to minimize the schedule length, ships ofa;, to o4, andg;, to B;...

with maintaining the number of required PEs. Thus, in this

section we analyze the possibility for WSL reduction by (i-l) The case ofoi), < ajg, Biw < By

V. THEORETICAL ANALYSIS

each cluster remapping procedure. Assume that an cluster In this case, the target PE to whichs g (k)
clsp(k) is assigned & , andclsk(k) dominates WSL, i.e., has faster processing speed and wider communi-
slw (Gj,)- Then suppose thatsp (k) is moved toP; , by a cation bandwidth. Let the maximum of processing
cluster remapping procedure. We defipglsr(k)) after the speed, communication bandwidth, and data size be
remapping asp/(clsr(k)) and the difference ob(clsr(k)) Qomans Brmans G TESPECtively. Let the minimum
asAp(clsp(k)). Similarly, let differences ofomin (clsr(k)), of processing speed, communication bandwidth, and
S(ny;), andcomoy (cls p(k)) be Acomin (clsp(k)), AS(nyy), data size bev,,in, Bmin, Cmin, respectively. Then we
and Acomyt(clsr(k)), respectively. Then we have have )
Ap(clsr(k) = @(clsr(k)) — @/(clsr(k)) Ap(clsp(k)) > ——cmin
= Acomip(clsp(k)) + AS(nk) "~ Bmax
(s, @ip) = (Mg, @.q) +( 1 —1) Z w(nf?)
+Acomoyt(clsg(k)) Yip Y nReclsp (k)
_ 1 1 R 1 1 R
(ﬂu,i ﬁu,j) C(er}S) + (ﬂi,v 6]',1}) C(€y7z)
1 1 R 1
4+ ( — ) Z w(nl ) > = Cmin > 0. (12)
Yip jq nfteclsp(k) Pmaz
1 ' Thus, in this casep(clsr(k)) always takes the
R e
+( - ) (e; ), (10) positive value.
Biw B (i-1) The case ofa; , < ajq, Biw > Bjo:
where clsr(k) is moved from P, to Pj, In this case, we have
while e, is a communication part of TLg(k) 1
(nf ¢ clsp(k),nf € clsp(k)), and ek, is a communication Ap(clsr(k)) Z Z—cmin
part of BL(k) (nl! €clsp(k),nf ¢ clsp(k)). If i 1
o(clsgp(k)) >0, WSL can be reduced by this cluster + ( - ) Cmag
remapping procedure. Otherwise, WSL may not be reduced. f"“” Prmin
In this analysis we present the lower boundutlsr(k)) in = ——(Comin + Crmaz) — Cmaz
several cases. Bmaz Brmin
At line 5 in fig. 4, the target PE for cluster remapping is (13)
selected by computing every incoming and outgoing communi- At eq. (13), the condition for satisfying
cation of the cluster selected at line 2 in fig. 4. Thus, we have 2 p(clsr(k)) > 0 is as follow.
cases for analyzing the effect on the WSL reduction by cluster 1 c
remapping, i.e., (i)com;,(clsr(k)) or comyyu(clsgr(k)) is ——(Cmin + Cmaz) — o= >0
localized and the WSL path is not changed, and (ii) both Pmaz Brmin
comy, (clsr(k)) andcomi(clsg(k)) are not localized (other *8’”‘“” Cmin | 4 < 2. (14)
communications are localized). ﬁmm Cmaz

From eq. (13), the lower bound becomes small if
the heterogeneity (i.e., max to min ratio) in terms
of communication bandwidth is also small. If eq.

1 (13) is satisfiedp(clsg(k)) takes the positive value
remapping. Consequentlk =0 or T = 0. With- irrespective of processing speed.

out loss of generality, suppose th%k = O while (i-Ill) The case ofa,, > g, Biw < Bjo:
comeyt(clsr(k)) remains unlocalized, In this case, the target PE has slower processing

() comyn(clsgr(k)) or comyy(clsr(k)) is localized and the
WSL is not changed:
This case means that= j or j = v obtained by cluster
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TABLE Il
Speed tharﬂ’p. Then we haVe COMPARISON RESULTS IN TERMS OF THE SCHEDULE LENGTH
Ap(clsr(k)) No. [ @ | B | CCR [ [VET [ schedule Length
R [A B TC
c(ey) 1 1
> s/ _ Z w(nk) T [5 [ 5 |01 | 156 1000 1.002  1.002
= Bui Qip Qg ! 2 1.0 | 58 1.000 1011  1.008
' k 47 nReclsp (k) 3 50 | 42 1.000 1.031  1.048
4 10.0 | 16 1.000 1.109 1.144
< Cmin 1 1 R 5 [5 [ 10] 01 | 165 1.000 1.001 1.044
=3 + o T Z w(ng"). 6 1.0 | 55 1.000 1076 1.071
max max min /R eclsg (k) 7 50 | 32 1.000 1.103  1.142
! 8 100 | 14 1.000 1107 1281
(15) 9 0[5 |01 | 139 1.000 1.001 1.003
10 1.0 | 48 1.000 1.068  1.042
The condition for satisfyingp(clsr(k)) >0 is as 11 50 | 37 1.000 1103  1.009
12 10.0 | 27 1.000 1.198  1.201
follow. 13 [0 [ 10| 01 | 188 1.000 1.004  1.002
o o 14 1.0 | 67 1.000 1.143  1.107
maz max R 15 50 | 40 1.000 1.170  1.140
8 Cmin 2 (a : 1 Z w(n’) 16 10.0 | 29 1.000 1179 1151
max mn

nfteclspr (k)

R
Amax > (arrLaw . 1) an‘"EclsR(k) w(nl )
Bmaz Cmin not be estimated.

(16) From results of the theoretical analysis a cluster to be selected
In eq. (15), if amas is much larger thamB,,., and at line 7 in fig. 4 should be the case of (i-l). However, the
heterogeneity in terms of processing speed is smagorithm can not always select by (i-I) because WSL after
o(clsg(k)) has possibility of taking the positive €ach cluster remapping may be changed due to the variation

=

Amin

value. of communication time and processing time for each task. This
(i-IV) The case ofa;, > aj.q, Biv > By means that a strategy to use (i-I) in every cluster remapping
In this case, we have ’ step has possibility to increase WSL by the change of the
path dominating WSL. Thus, at eq. (7) the algorithm tries to
Ap(clsr(k)) find the target PE by summing up all communication times
S c(effs) 1 1 R involved by the cluster selected at line 2 in fig. 4 in order to
= B \aip  ayg . w(n’)  |ocalize communication as many as possible.
’ ’ ’ nft€clsr (k)
1 1 R
+ — C(eyz) VI. EXPERIMENTS
ﬁi,v ﬁj,v ’ . . . .
o 1 1 We conducted the experiments by a simulation to confirm
> < - — > Z w(nf®)  advantages of our proposal, i.e., how the cluster remapping
Pmaz  \Cmaz  Omin nfects (k) can reduce the schedule length. We compared with the method
1 1 proposed in [11] in terms of the following points.
+ ( Bmaz gmm> Cmag- a7 1) Effect on the cluster remapping with compared to the
. L . case of “non remapping”.
;Tlivfsondmon for satisfyingp(clsr(k)) 2 0 is as 2) Effect on the proposed remapping policy and algorithm.
' Thus, comparison targets are, (A) the proposed cluster remap-
Cmin Cm‘””g( L ) Z w(nft) ping, (B) each cluster is randomly remapped. (C) non
6ma;ﬂ Umin QXmax nReclsg (k) remapplng[ll]
fomar, (18) . .
Bmin A. Experimental Environment

From this result, at least heterogeneity in terms | the simulation, a random DAG is generated. In each
of processing speed and communication bandwidfiag, each task size and each data size are decided randomly.
should be small in order to satisfy(clsz(k)) > 0.  Also CCR (Communication to Computation Ratio)[13], [14]

(i) Nor comin(clsp(k)) andcomon: (clsr(k)) are localized: is change_d from 0.1 to _10. _The max to min ratio in ter_ms
Since the algorithm tries to trace incoming edges arff data size and task size is set to 100. Also we decided

outgoing edges to find the target PE, the edge whidhe Parallelism Factor (PF) i.s defined astaking values of _
corresponding t@om;y, (clsp(k)) OF comous (clsp(k)) is 0.5, 1.0, and 2.0 [15]. By using PF, the depth of the DAG is
not always localized by the proposed cluster remappingdefined as\/‘p—W. Since we assume a heterogeneous distributed
This case assumes that some edges which are not paytstem by multicore computers, each PE’s performance and
of LVg(k) are localized. In this case, the new WSL isietwork bandwidth are varied by parameters. The simulation
derived by tracing every edges and tasks after clustemvironment was developed by JRE1.6,0the operating
remapping. This fact means that the path of WSL caystem is Windows XP SP3, the CPU architecture is Intel

be changed. Thus, the lower bound ofclsg(k)) can Core 2 Duo 2.66GHz, and the memory size is 2.0GB.
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TABLE Ill
COMPARISON RESULTS IN TERMS OF THE SCHEDULE LENGTH AND SELECTERE TYPES

No. [ @ [ B | CCR [ [VZ ] [ Schedule Length Raio to (A) Ratio of of (i-) (%) [ Ratio of (i-IV) (%) |
[A B TJC [A B [C A B [C
1 5 5 0.1 143 1.000 1.003 1.011 24.0 40.0 9.3 6.7 16.0 46.7
2 1.0 67 1.000 1.010 1.013 27.9 44.2 11.6| 4.7 14.0 51.2
3 50 | 41 1000 1044 1.089 292 583 83|83 167 458
4 100 | 14 1000 1072 1.182 333 500 00|00 333 833
5 5 10 | 0.1 166 1.000 1.002 1.009 27.0 39.2 54 4.1 14.9 39.2
6 1.0 73 1.000 1.013 1.023 34.1 53.7 4.9 7.3 17.1 39.0
7 5.0 38 1.000 1.041 1.099 36.4 72.7 4.5 9.1 22.7 455
8 10.0 18 1.000 1.102 1.183 57.1 71.4 0.0 11.7 14.3 42.9
9 I0 | 5 0.1 145 1.000 1.000 1.009 22.9 47.1 7.1 8.6 15.2 41.4
10 1.0 55 1.000 1.018 1.026 22.4 53.1 6.1 10.2 16.3 22.4
11 50 | 39 1.000 1.039 1.088 435 826 87| 130 87 217
12 10.0 13 1.000 1.121 1.282 33.3 50.0 0.0 0.0 16.7 66.7
13 [0 10|01 | 173 1000 1006 1.087 286 486 86 | 7.1 157 343
14 1.0 66 1.000 1.149 1.181 34.2 50.0 7.9 10.5 15.8 39.5
15 5.0 40 1.000 1.166 1.159 27.3 54.5 4.5 4.5 9.1 45.5
16 100 | 26 1.000 1133 1198 375 500 00| 00 125 375
B. Effect on Cluster Remapping of type (i-I) can be found and WSL path may be changed by

One comparison is done by executing 100 random DA@SCIUSt?r remapping procedure, thereby
and averaging the schedule length for each approach ( )_In_th|§ experiment, we compared the_ sched_gle length and
(C). Since (C) does not require cluster remapping, at fir, stribution of the sele_cted PE type ((-1) to (ii) at sec. V)
the simulation output the schedule length by (C). Then eatth (A)_ proposed lalgorlth.m, (B) trying to find a cluster.of
remapping procedures is performed in (A) and (B), respeté’pe ("I_)’ (C.) trying to find a cIust_er of type (i-IV). This
tively. Then both approaches output each schedule length ggmpanson Is conducted by averaging the schedule length of
the same DAG as (C). Table Il shows comparison results AGs having 1000 tasks by 100 tries for all three approaches.

the experiment. In the table, and 5 are ratios of maximum I tr;]e (;net?od (B),Pilfza CIESteT off typeh(i-l) is r}oltalfzougd, tI;]_e h
to minimum processing speed and maximum to minimufjethod selects a randomly from the set o S by whic

communication bandwidth, respectively. In the 6th columr?t least one communication involved by a cluster selected at

values mean the schedule length ratio when the schedwpg 2 in fig. 4 is localized. In the method (C), if a cluster

length obtained by (A) is set to 1. Thus, a value over ' YP€ (V) is not found, the target PE is selected as the
is worse than (A). In every cases, it is observed that tlf@m_e pollc_:y f‘s (B). Table. Iil shqws the comparison results.
proposed method (A) outperforms other approachest i Ratio of (|-I)_ means the percentile of the number of that a
small such as No. 1-5 and No. 9-12, we can not obsere of type (i-1) is selected as the target PE to the number

noticeable characteristics among three approaches, except Il cluster remapping, while “Ratio of (i-IV)” means the

the schedule length obtained by (A) is the smallest. On thgrcentile of the number of that a PE of type (i-IV) is _selected
other hand,3 is large such as No. 5-8, the schedule Iengﬂ’1‘°f the target PE to the number of all cluster remapping. From

obtained by (C) is considerably large with increasing CC s tablz, itl is (_)l;ser\r/]ed tr;]at in e\flery cashesd(ll\lo.l 1- ﬁG), the
From this result, it is conceivable that data localization i roposed algorithm has the smallest schedule length, while

necessary irrespective of cluster remapping methods if e has the largest ratios of (i-l) and (C) has the largest ratios
data size is large. As for No. 13-16, the schedule leng (i-1V) in every cases. From this result, it can be conceived

obtained by (B) is the largest with increasing CCR. From thidat selecting a PE of type (i-IV) has bad effects on both

result, the cluster remapping method has large effect on M’eSL and the schedule length. Furthermore, Even if a PE

schedule length if the heterogeneity of the network is Iarge(.)]c type (i-l) is selected as the moving target, the schedule

From these results, it is concluded that the proposed cluslfne?gth can be made larger by the facts that WSL path may

remapping method has good effect on the schedule IengthboiltiChanged' This is because an communication time domi-

effectively localizing data communications among PEs.  Natng comin(clsg(i)) Or comout(clsg(i)) is made smaller
by a cluster remapping, while other edges may dominates

comin(clsr(2)) Or comyyi(clsg()).
C. Relationship between PE Selection Policies and the SchedFrom this result, it is concluded that the PE selection criteria
ule Length by the proposed cluster remapping have good effect on the

According to the results obtained in sec. V, selecting thsechedule length.

target PE having faster processing speed and larger communi-

cation bandwidth (type of (i-)) in sec. V than the original PE VII. CONCLUSION AND FUTURE WORKS

can lead to the reduction of WSL after one cluster remappingin this paper, we presented a cluster remapping method in
procedure has finished. Nonetheless, the proposed algorithrmulticore distributed system for processor utilization. The
tries to find the target PE by summing up all communicatiomethod tries to move clusters for data localization with taking
times involved by the moving target cluster rather than findingto account both data dependencies which can have good
a cluster of (i-1) in sec. V. This is because not always a clusteffect on the schedule length. This procedure is performed by
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calculate the difference between time taken to execute eve=-

Hidehiro Ka_nemi;su receive_d thg B.S. degree from
task in the cluster in the new PE and the time taken to ex ZY%S%% ‘-ér‘e'g‘fézgy%rg?npwag‘egg'E’r‘]‘i:\?ér";‘irt‘;j 3*;% x{?ﬁ
cution and data communication in the previously decided F Global Information and Telecommunication Studies
decided by the method of [11]. From preliminary experiment (GITS). His research interests are in areas of parallel

the proposed method was proved to have good effect on - and distributed computing, grid, peer-to-peer com-
schedule Iength puting, and web service technology. He is currently

_ . an assistant professor at Media Network Center,
As a future work, we develop more efficient method whic Waseda University, Japan.
does not use remapping in multicore distributed systems
processor utilization.
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