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Abstract-- Slide rectangular window structure for QC-LDPC
codes (SRW-QC-LDPC) with flexible code lengths and code rates
is proposed, which aim to eliminate the cycles of length 4 without
computer search. The parity-check matrix would have different
extension factors and structures by using the slide rectangular
window in the base matrix, the degree distribution is optimized
by the optimal diagonal method. Because the dual-diagonal
structure with many variable nodes of degree-2 may lead to high
error floor, SRW-QC-LDPC codes with quasi tri-diagonal
structure are also proposed by changing the location of the third
diagonal to partly eliminate variable nodes of degree-2 for lower
error floor. Simulation results show that SRW-QC-LDPC codes
with quasi tri-diagonal structure can not only flexibly expand the
code lengths and code rates but also reduce the encoding
complexity and improve the BER performance compared to
quasi dual-diagonal structure in IEEE802.16e QC-LDPC codes.
The novel QC-LDPC codes are available and suitable for the
adaptive transmission systems and hardware implementation.

Keywords— QC-LDPC codes; Diagonal Structure; Degree
Distribution; Encoding Complexity; Error Floor

I. INTRODUCTION

QC-LDPC codes are quasi cyclic low density parity check
codes with simple structure and efficient encoding algorithm,
they are characterized by the parity-check matrix H which
consists of small square blocks which are the zero matrix or
circulant permutation matrices. QC-LDPC codes have been
widely used in the fields of mobile communication, such as
IEEE802.16e, DVB-T2 and IEEE802.11n, etc.

In the construction of LDPC code’s matrix H, it should be
considered to avoid the existence of cycles of length 4. Cycle
refers to the number of edges which form a closed loop in the
corresponding Tanner graph of matrix H, the minimum length
of cycles is called girth[1] [2]. By optimizing matrix H, the
larger girth can be realized to improve error correction
capability of QC-LDPC codes. BIBD algorithm is proposed to
construct the girth 10 for matrix H in [3]. The girth of matrix
H is increased to 18 by constructing the mother matrix in [4].
Although the large girth is helpful to obtain better
performance, only a few LDPC codes meet the requirements,
thus the practical application of LDPC codes is limited. No
cycles of length 4 is essential to optimize the number of cyclic
shifting and degree distribution of LDPC codes to improve

their performance. The typical schemes include IEEE802.16e
QC-LDPC codes with girth 6, the maximized ACE and
minimized BER criterion algorithm, but the complexity of
these algorithms is higher. In addition, the arithmetic
progression method can also rapidly construct the matrix H
without cycles of length 4, but the BER performance is not
good enough [5] [6] [7] [8]. When the base matrix is larger,
the length of the permutation matrix is also very long, the
range of code length is limited so as to not be suitable for
adaptive transmission system with the varied code lengths and
code rates [9]. QC-LDPC codes usually adopt lower triangular
structure of quasi dual-diagonal, coding efficiency and BER
performance is not good [10]. In order to achieve more
efficient encoding, several improved structures have been put
forward, such as tri-diagonal structure, new lower triangle
structure and backward iteration structure [11] [12] [13] [14].
However, tri-diagonal structure is not flexible, the new lower
triangle structure and backward iteration structure contain
many variable nodes of degree-2 similar to the quasi
dual-diagonal structure, which will lead to the higher error
floor. The above improved QC-LDPC codes are mostly
restricted in the code lengths and code rates flexibility. This
paper firstly presents a novel slide rectangular window (SRW)
scheme based on the arithmetic progression to construct
matrix H of QC-LDPC codes and uses the optimal diagonal
method to optimize the degree distribution of matrix H.
Secondly, a kind of quasi tri-diagonal structure is proposed, it
can partly eliminate the variable nodes of degree-2 by
adjusting the location of the third diagonal to achieve lower
error floor. The experimental results show that the proposed
SRW-QC-LDPC codes with quasi tri-diagonal structure can
not only flexibly expand the code lengths and code rates but
also reduce the encoding complexity and improve the BER
performance compared to quasi dual-diagonal structure in
IEEE802.16e QC-LDPC codes. The novel QC-LDPC codes
are available and suitable for the adaptive transmission
systems and hardware implementation.

The rest of this paper is organized as follows. In section 2,
we present the SRW scheme to construct QC-LDPC codes and
use the optimal diagonal method to optimize the degree
distribution. In section 3, the proposed quasi tri-diagonal
structure and fast encoding algorithm is introduced. The
simulation results for SRW-QC-LDPC codes with the quasi
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tri-diagonal structure are shown in section 4 and the
conclusions are drawn in the last section.

II. QC-LDPC CODES WITH SLIDE RECTANGULAR
WINDOW STRUCTURE

A. Sliding rectangular window construction for matrix Hb1

The base matrix Hb for parity-check matrix H of LDPC
codes are composed of a group of zero matrix and circulant
permutation matrices, it is shown as follows:
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where Sij(1≤i≤mb,1≤j≤nb)∈(-1, 0, N) is the circulant permutation
matrices in ith row and jth column of the matrix Hb, -1 denotes
zero matrix, 0 denotes identity matrix, the positive integer N
denotes right cyclic shifting matrix from identity matrix. If the
expansion factor z denotes dimension of permutation matrix,
the matrix Hb will be extended to obtain matrix H with the size
of (z*mb)*( z*nb).

In the construction of the matrix Hb of QC-LDPC codes, it
is important to avoid the existence of the cycles of length 4. In
order to realize no cycles of length 4, z satisfies a certain value
and Sij must satisfy:
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The base matrix Hb of QC-LDPC codes based on the quasi
dual-diagonal structure can be expressed as follows:

[ ]1 2b b bH H H= (3)
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where Hb1 and Hb2 is the information bits and the parity bits
portion of matrix Hb, respectively. Hb1 with the size of mb*kb

was sparse matrix without cycles of length 4. Hb2 with the size
of mb*mb is a fixed structure matrix, 0 and -1 denotes the
identity matrix and zero matrix, respectively, b(1)=b(mb) is the
prime number less than z, b(rb)=0.

According to (2), matrix Hb1 without cycles of length 4 is
constructed as follows:
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The corresponding z should satisfy:

)1()1()1( −+⋅−+⋅−≥ bbb mctkrtmz (7)

where 1≤i≤mb, hf is elements value of the first row and first
column in the matrix; ct and rt is the common difference of the
first row and first column, respectively; mb and kb is the row
and column number of the matrix Hb1, respectively.

Due to the code rate R=kb/(kb+mb), the code rates and code
lengths can flexibly change by adjusting mb and kb value. For
example, mb=kb=6, R=1/2, the minimum code length is
6*62=372, step length is 12; If R want to 1/3, one way is to put
kb=3 while mb maintain, it is equivalent to delete three
columns in the matrix Hb1, the corresponding minimum code
length becomes 9*16=144, step length 9; Another way is to
put mb=4 and kb=2, it is equivalent to delete two rows and four
columns of the matrix Hb1, the minimum code length turn into
6*7=42, step length into 6. Obviously, the code rates and code
lengths transformation is very flexible without matrix
reconstruction but simple processing of row and column. In
addition, the different matrix Hb1 and z can be constructed by
modifying the value of hf, ct and rt. For instance, while hf=1,
ct=0 and rt=1, a matrix with the size of 6*6 is constructed in
the solid rectangular window and when hf, ct and rt value is 3,
1 and 2, the matrix will become the dashed rectangular
window as shown in Fig.1. It seems to slide rectangular
window to the right and low position in matrix, thus named as
Slide Rectangular Window (SRW) method.

The specific steps of matrix Hb1 construction with SRW
method are as follows:

Step 1: On the basis of (6), determine a rectangular window
matrix, the size is mb*kb.

Step 2: According to (7), determine the corresponding
extension factor z and slide rectangular window’s position in
the matrix.

Step 3: Regard slide rectangular window matrix as the
matrix Hb1, and combine it with matrix Hb2 whose size is mb*mb,
then matrix Hb is finished.

To construct matrix Hb1 with SRW, the corresponding
extension factor z is smaller, it can gain flexible and diverse
code lengths and code rates of QC-LDPC codes, it is more
suitable for adaptive transmission system.
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Figure 1. Slide rectangular window

B. Optimal diagonal method for Matrix Hb1

In SRW method, regards directly slide rectangular window
matrix as Hb1 and then constructs Hb, the degree of rows and
columns is the same. It is equivalent to a regular LDPC code
whose BER performance is poor [11]. We adopt the optimal
diagonal method to modify the matrix Hb1 and make it have the
different degree distribution to improve BER performance of
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LDPC codes. Specific means is to use -1 instead of certain
diagonal elements in the matrix Hb1 with SRW, i.e. using zero
matrix instead of the permutation matrix, it will realize the
optimal degree distribution. E.g. the solid rectangular window
matrix in Fig.1 is modified to get the matrix 1

~

bH as follows:
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The optimized matrix 1

~

bH combined the matrix Hb2 to
obtain matrix Hb as follows:.

-1 1 -1 1 1 1 5 0 -1 -1 -1 -1
2 -1 4 -1 6 7 -1 0 0 -1 -1 -1
-1 5 -1 9 11 13 0 -1 0 0 -1 -1
4 -1 10 -1 16 19 -1 -1 -1 0 0 -1
-1 9 -1 17 21 25 -1 -1 -1 -1 0 0
6 -1 16 -1 26 31 5 -1 -1 -1 -1 0
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After optimal diagonal method for matrix Hb with SRW, the
BER performance of the constructed QC-LDPC codes is more
improved. Meanwhile, the code lengths and code rates are
flexible and various, it is adaptive in wireless mobile
communication system.

III. QC-LDPC CODES WITH QUASI TRI-DIAGONAL
STRUCTURE

A. Quasi tri-diagonal construction for matrix Hb2

QC-LDPC codes mostly use the quasi dual-diagonal
structure for matrix Hb2. In order to improve coding efficiency
and BER performance, we present a quasi tri-diagonal
structure for matrix Hb2 in this section. The existing optimal
structures for matrix Hb2 include tri-diagonal structure, new
lower tri-triangle structure and reverse iterative structure. In
the tri-diagonal structure, three diagonal elements are not -1,
one of them is zero, the other two are natural numbers and
their values need to meet certain condition, so the code lengths
and code rates are restricted. In new lower tri-triangle
structure, three elements in the first column is not -1 and two
elements in the rest column is not -1. In reverse iterative
structure, the elements of two diagonal are 0, the rest are 1.
The variable nodes of degree-2 accounts for the vast majority
and these low degree variable nodes will lead to the high error
floor. To solve the disadvantages of these existing structures,
we propose a quasi tri-diagonal construction for matrix 2

~

bH
as follows:
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Where, the element of matrix 2bH is only 0 or -1, and only
three diagonal elements are 0, r(i)∈0, r(1) is the start position
of the third diagonal, r (l) is the end position. In order to

satisfy the no cycles of length 4, the row values of r (1) should
not be less than 3.

From (10), it can be seen that the quasi tri-diagonal
structure has the advantages of flexibly adjusting the third
diagonal position compared with tri-diagonal structure. And
the quasi tri-diagonal structure can also partly eliminate the
variable nodes of the degree-2 compared to the new lower
tri-triangle and reverse iterative structure. With the increase of

2

~

bH matrix dimension, the selected third diagonal will be
various, the degree distribution is also different, so we can
properly select the third diagonal position to optimize the
degree distribution so as to improve BER performance of the
QC-LDPC codes.

Using SRW method in section II, the matrix Hb1 is
constructed at mb=9 and kb=9. According to (10), the matrix
Hb2 is constructed. Two matrices are combined to the matrix
Hb as shown in figure 2. It can be seen that the third diagonals
have 6 kinds of selection which uses oblique line to label the
third diagonal position. When one of the labeled third
diagonals is selected, then the elements -1 on this diagonal is
replaced by 0.

1 1 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1
2 1 4 1 6 7 1 9 1 0 0 1 1 1 1 1 1 1
1 5 1 9 1 13 15 1 19 1 0 0 1 1 1 1 1 1
4 1 10 1 16 1 22 25 1 1
1 9 1 17 1 25 1 33 37
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7 1 1 25 1 37 1 49 55
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9 1 25 1 1 49 1 65 1

bH

− − − − − − − − − − − −
− − − − − − − − − − −

− − − − − − − − − − −
− − − − −

= − − − −
− − − −

− − − −
− − − − −

− − − − −

1 0 0 1 1 1 1 1
1 1 1 0 0 1 1 1 1
1 1 1 1 0 0 1 1 1
1 1 1 1 1 0 0 1 1
1 1 1 1 1 1 0 0 1
1 1 1 1 1 1 1 0 0

⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥− − − − − −⎢ ⎥
⎢ ⎥− − − − − − −
⎢ ⎥

− − − − − − −⎢ ⎥
⎢ ⎥− − − − − − −
⎢ ⎥

− − − − − − −⎢ ⎥
⎢ ⎥− − − − − − −⎣ ⎦

Figure 2. Matrix Hb with SRW and quasi tri-diagonal structure

B. Encoding algorithm for quasi tri-diagonal structure

The specific steps of fast encoding algorithm for the quasi
tri-diagonal structure are as follows:

Step 1: Information bits s and parity check bits p is
segmented, each segment length is z, the codeword c is
expressed as follows:

[ ] 1 2 1 2| |
b bk mc s p s s s p p p⎡ ⎤= = ⎣ ⎦

(11)

where kb=k/z, mb=m/z.
Step 2: According to the parity-check matrix equation

0TH c =i , p can be calculated by:
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where cr is the row value of r(1) in matrix 2bH and ( )1 ,bZ i j

is the permutation matrices of ith row and jth column in the
matrix 1bH .

Step 3: Combine 1 2 bmp p p p⎡ ⎤= ⎣ ⎦ from step 2 and
information bits s to end up with codeword c.

In the quasi dual-diagonal structure, p1 is calculated by:
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Obviously, the calculation amount of p1 in (12) is smaller
than that in (14). That is to say, the computational complexity
of the quasi tri-diagonal structure coding algorithm is lower
than the quasi dual-diagonal. Tab.1 shows the comparing
results for p1 computation of quasi tri-diagonal and quasi
dual-diagonal structure. Here, the code rate is 1/2, code length
of n, extension factor is z.

Table 1. Comparison for p1 computation of two structures

Diagonal structure Addition operation Multiplication operation
quasi-dual (z-1)*n/(4z) n2/4
quasi-triple (z-1)*n/2 nz/2

IV. SIMULATION RESULTS AND ANALYSIS

A. Simulation results of SRW-QC-LDPC codes

The simulation experiments are under the fast iterative
coding, BPSK modulation, LLR BP decoding, 20 iterative
number and AWGN channel.

In Tab.2, mb = 6 and kb takes different values, then the code
rates change from 1/7 to 5/8, and the code lengths also vary
from 42 to 816 with the different steps. It is shown that the
code lengths and code rates for SRW-QC-LDPC codes are
flexible, it can meet the need of adaptive transmission system.

Table 2. Parameters of SRW-QC-LDPC

mb kb Code Rate Code length (t=0,1,2,...)
6 1 1/7 42+7t
6 2 1/4 88+8t
6 3 1/3 144+9t
6 4 2/5 210+10t
6 5 5/11 286+11t
6 6 1/2 372+12t
6 7 7/13 458+13t
6 8 4/7 574+14t
6 9 3/5 690+15t
6 10 5/8 816+16t

Fig.3 gives the BER performance comparison of basic
check matrix with the different degrees before and after the
optimal diagonal method. We can find that the BER
performance is a little improved when the degree is less than 6,
but the optimal diagonal method has obvious advantages
when the degree is greater than 6 and SRW-QC-LDPC codes
BER performance is greater improved.
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optimization    (m=8,n=16,L=912)

Figure 3. BER with the optimal diagonal method

In IEEE802.16e QC-LDPC codes, there are many code
lengths and code rates, so we choose 4 code lengths 576, 960,
1440 and 2304 to do simulations. The experimental results for
SRW-QC-LDPC and 802.16e-QC-LDPC codes are shown in
Fig.4.
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SRW-LDPC(1440)
802.16e-LDPC(1440)
SRW-LDPC(2304)
802.16e-LDPC(2304)

Figure 4. BER for SRW-QC-LDPC and 802.16e-QC-LDPC

It can be seen from Fig.4 that SRW-QC-LDPC codes are
slightly losses on the BER performance compared to 802.16e
QC-LDPC codes, but the signal-to-noise ratio (SNR) is more
than 2dB, the BER of SRW-QC-LDPC codes with the code
length 2304 can reach 10-5, it can satisfy the demand of
system.

Tab.3 shows the parameters of SRW-QC-LDPC codes
compared with 802.16e standard and literature [12]. It can be
seen that the code rates of 802.16e-QC-LDPC codes have only
four of 1/2, 2/3, 3/4 and 5/6, the code lengths have a total of
19 from the minimum 576 to maximum 2304 which the step
length is 96. In literature [12], the code rates are expanded to a
total of 10 from 1/4 to 3/4, the minimum code length is 336,
the step length is on a total of 6 from 4 to 9. The code rates of
SRW-QC-LDPC codes can expand without limits, the
minimum code length reaches to 42, the minimum step length
is 4. It obviously indicates that SRW-QC-LDPC codes can
flexibly adjust the code rates and the code lengths to be more
available and suitable for adaptive transmission system.

Table 3. Parameters of QC-LDPC with different matrices H

IEEE802.16e Reference [12] SRW
Code rates 1/2,2/3,3/4,5/6 1/4,...,2/3,...,3/4 unlimited

Code lengths 576-2304 336, ...... 42, ......
Step size 96(t+1),(t=0,1,... ...) 4,5,6,7,8,9 4, ......

B. Simulation results and analysis of SRW-QC-LDPC codes

with difference quasi tri-diagonal structure

The parity check matrix H can be obtained from the base
matrix Hb in Fig.2. By selecting the different third diagonal
position of matrix Hb, the BER performance is simulated for
SRW-QC-LDPC codes with difference quasi tri-diagonal. The
simulation results are shown in Fig.5, where frame number is
300, the code length 1152, the code rate 1/2, extension factor
z=64. It can be observed from Fig.5 that the BER performance
in theⅡandⅢ diagonal is significantly better than the others,
and the Ⅵ diagonal is worst. It implies that the third diagonal
of matrix Hb selects Ⅲ position is the best in AWGN channel.
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Due to the different degree distributions in the different
channels, SRW-QC-LDPC codes with different quasi
tri-diagonal have more advantages because of their flexible
and optimal degree distributions.
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Figure 5. BER for SRW-QC-LDPC with different quasi tri-diagonal

Fig.6 gives the BER performance for QC-LDPC codes
under the same matrix Hb1 and the different matrix Hb2 which is
the quasi dual-diagonal and quasi tri-diagonal structure,
respectively. Here, the code lengths take 576, 960 and 1152,
the frame number is 1000, 500 and 300, the code rate is 1/2,
the matrix Hb of quasi tri-diagonal structure is taken the size of
the (6, 12), (8, 16) and (9, 18).
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Figure 6. BER comparison for QC-LDPC with quasi dual-diagonal and quasi
tri-diagonal structure

It is obvious in Fig.6 that the BER performance of quasi
tri-diagonal structure has more and more obvious advantage
with the increase of the code lengths. E.g. When BER reaches
10-4, the SNR of quasi dual-diagonal structure needs 2.4dB,
but the SNR of quasi tri-diagonal only needs 2.05 dB, the
coding gain is nearly 0.35dB. This is because with the increase
of the code length, the third diagonal choice for the quasi
tri-diagonal structure gets more, the degree distribution is
more flexible variation, therefore the chance to near a good
degree distribution is greater.

Fig.7 gives the BER performance comparison between the
quasi tri-diagonal SRW-QC-LDPC codes and 802.16e
QC-LDPC codes under the different code lengths. Here, the
code lengths take 576, 960 and 1152, the frame number is
1000, 500 and 300 respectively, the code rate is 1/2, the matrix
Hb of quasi tri-diagonal structure is taken the size of the (6, 12),

(8, 16) and (9, 18).
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Figure 7. BER for 802.16e QC-LDPC and quasi tri-diagonal SRW-QC-LDPC

It is clear in Fig.7 that the BER performance of quasi
tri-diagonal SRW-QC-LDPC codes is poorer when the code
length is 576. But the BER performance of quasi tri-diagonal
SRW-QC-LDPC codes is near to IEEE802.16e LDPC codes
when the code length is 960 and 1152. In addition, the BER
performance of quasi tri-diagonal SRW-QC-LDPC codes is
even better than the IEEE802.16e LDPC codes at the higher
SNR and longer code lengths.

V. CONCLUSIONS

This paper proposed a novel SRW-QC-LDPC code with
quasi tri-diagonal structure which can flexibly change the code
rates and code lengths with lower complexity, it is more
available and suitable for adaptive transmission system. The
simulation results show that the presented structure can not
only improve the BER performance of QC-LDPC codes but
also reduce the encoding complexity compared with
dual-diagonal structure. When the code length is the longer,
the BER performance of SRW-QC-LDPC codes with quasi
tri-diagonal construction is near to IEEE802.16e LDPC codes
and is even better than the 802.16e standard at the higher
SNR.
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