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Abstract—Mobile cloud computing is one of the primary research areas that aims to overcome the problem of limited mobile device energy. For this purpose, computational tasks of mobile applications that consume a high amount of energy are offloaded to the cloud. In order to perform effective computation offloading, the energy consumed by application programs in mobile devices and the cloud needs to be estimated first. Previous studies have proven that energy consumption estimators showed optimal performance with targeted mobile application programs. However, optimal performance has yet to be achieved with other mobile application programs. Thus, this paper proposes a dynamic energy consumption estimator in which a mobile application program selects an appropriate energy consumption estimator for its own benefit. In addition, performance and effectiveness of the proposed dynamic energy consumption estimator are validated through experiments.
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I. INTRODUCTION

Mobile environments including mobile devices and mobile application programs have made astonishing advances. However, owing to the nature of the mobile environment, devices run on batteries, which is a limited energy source. Therefore, as mobile environments are dependent on energy consumption, it limits various services that can be provided in the mobile environment [1–2]. Various studies are under way to overcome this limit on energy [1–5]. Recently, aside from internal approaches to solving energy problems by improved battery technology or energy saving, new studies on mobile cloud computing investigating combinations of mobile devices and the cloud as an external resource have been attempted to improve energy efficiency and overcome resource limitations in mobile devices. In particular, a computation offloading technology that executes mobile application programs in the cloud and not in the mobile device has been highlighted as one of the main application areas of mobile cloud computing owing to the recent introduction of resource-intensive mobile application programs that require high performance specifications along with performance improvements of mobile devices. Computations involved in applications that require high energy consumption, or are of low importance can be offloaded to the mobile cloud computing environment for execution, thereby saving energy and reducing the execution time for mobile application programs. However, if the offloading cost to send jobs to the cloud is higher than the cost of execution when the jobs are processed in the mobile device, it increases execution time and energy consumption. Thus, offloading should be determined according to energy efficiency by analyzing the energy spent by mobile application programs in the mobile device and on the cloud.

Calculating the energy consumed by mobile application programs is highly complicated owing to various internal and external environment variables such as input from the user, internal logic, and the runtime environment (i.e., the maximum performance of the currently running CPU and usage); in some cases, execution is altogether impossible [4–5]. Thus, energy consumption is estimated based on the historical execution data. This method has been proven effective as seen in previous studies [5–6]. In addition, there already are various studies [7–10] on estimating and calculating energy consumption, and the suggested algorithms in each study show optimal performance for a specifically targeted mobile program. However, the downside is that this performance cannot be expected with mobile application programs other than the ones they target.

Thus, this study proposes a dynamic energy consumption estimator by which a mobile application program selects the appropriate energy estimator among various energy consumption estimators to overcome the limits of existing energy consumption estimators. Furthermore, an experiment was conducted to compare and analyze the estimation rate of the dynamic energy consumption estimator and other individual energy consumption estimators to validate the performance and effectiveness of the proposed dynamic energy consumption estimator.

II. RELATED WORK

From the energy consumption perspective, computation offloading is an energy-saving technology. Computation offloading is performed in the cloud if the energy consumed by offloading to the cloud is less that that consumed when programs are executed in the mobile device. Energy conservation studies are actively performed to evaluate such computation offloading.

In a study by Miettinen et al. [7], a method for calculating energy consumption was proposed using the workloads of
mobile application programs. In their study, if the workload of a mobile application program exceeded 1,000 cycles in the target mobile device, it is better to offload the computation to reduce energy consumption. In the framework proposed by Cuervo et al. [8], a 0-1 integer linear programming (ILP) problem was formalized in which applications programs were divided into units of methods, and execution location was considered as 0 or 1. They then multiplied it by the energy consumption of each method to produce the lowest total energy consumption. In the framework of Kovachev et al. [11], the size of the code was considered as the number of commands to calculate the workload, thereby calculating energy consumption based on that number. Since the aforementioned study and frameworks calculated the workload and energy consumption of programs by the number of CPU cycles or the size of the code, it was limited in calculating the workload and energy consumption of application programs where CPU cycles or executing commands dynamically changes according to inputted data. For example, an accurate workload for programs that perform repetitive operations according to a user’s input cannot be predicted, and energy consumption is hard to know without knowing how many repetitions will be made in the design time.

Hong et al. [10] proposed a formula to calculate energy consumption according to the number of images based on image extraction time, database fetch time, and image search time in content-based image retrieval (CBIR). Therefore, the advantage of their method is that energy consumption can be calculated dynamically during runtime regardless of changes in the number of images. However, their solution only applies to calculating energy consumption for CBIR, and it cannot be applied to other mobile application programs.

Thus, this study proposes a dynamic energy consumption estimator that can select an energy consumption estimator suitable for mobile application programs among many estimators as a method to overcome the drawbacks of previous studies and frameworks.

III. DYNAMIC ESTIMATION OF ENERGY CONSUMPTION

The dynamic energy consumption estimator proposed in the present paper selects the suitable energy consumption estimator for mobile application programs among various types of energy consumption estimators, and can add or remove various types of estimators to support the above operations. The problem with this structure is that the energy consumption estimator has to be selected from among various energy consumption estimators. In this study, an energy consumption estimator with the lowest error rate was deemed to be the suitable energy consumption estimator to solve this problem.

Figure 1 shows pseudo code of the algorithm for selecting the suitable energy consumption estimator for a mobile application program with dynamic energy consumption estimator. Lines 7 to 12 shows the process of calculating the error rate of each energy consumption estimator. The error rate is obtained using the energy consumption estimated by each energy consumption estimator and the actual energy consumption as well as runtime history. Each error rate is calculated based on the formulas shown in Table 1. Lines 14–17 indicate how an energy consumption estimator finds the lowest error rate from several error rate formulas. Lines 19 and 20 shows the last step in which the most frequently selected energy consumption estimator is selected as suitable.

<table>
<thead>
<tr>
<th>Name</th>
<th>Formula</th>
</tr>
</thead>
</table>
| MSE             | \[
| (Mean-squared error) \|
| MAE             | \[
| (Mean-absolute error) \|
| MSE (MSE Extend) | \[
| \[
| MAE (MAE Extend) | \[
| RSE             | \[
| (Relative-squared error) \|
| RAE             | \[
| (Relative-absolute error) \|
| RSEE            | \[
| (RSE Extend) \|
| RAEE            | \[
| (RAE Extend) \|

Figure 1. Pseudo code of the algorithm for selecting the suitable energy consumption estimator
In this study, eight formulas are proposed to calculate an error rate for selection of the energy consumption estimator with the lowest error rate by the dynamic energy consumption estimator, which are shown in Table 1.

In the table, n is the total number of executed data in the past, α is the number of historical data that excludes 5% of the max/min data in the total executed data from the past, y is an actually measured value, ̂y is an estimated value, and ̅y is an average of measured values. All energy consumption estimators calculate error rates using the above formulas and select the energy consumption estimator with the lowest error rate per formula.

**TABLE 2.** Example of the algorithm for selection of an energy consumption estimator

<table>
<thead>
<tr>
<th></th>
<th>Estimator 1</th>
<th>Estimator 2</th>
<th>Estimator 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSE</td>
<td>12.66</td>
<td>12.77</td>
<td>13.14</td>
</tr>
<tr>
<td>MAE</td>
<td>12.21</td>
<td>12.33</td>
<td>12.11</td>
</tr>
<tr>
<td>MSEE</td>
<td>10.22</td>
<td>10.68</td>
<td>11.22</td>
</tr>
<tr>
<td>MAEE</td>
<td>11.01</td>
<td>12.28</td>
<td>10.55</td>
</tr>
<tr>
<td>RSE</td>
<td>3.34%</td>
<td>2.1%</td>
<td>2.48%</td>
</tr>
<tr>
<td>RAE</td>
<td>4.23%</td>
<td>2.71%</td>
<td>2.55%</td>
</tr>
<tr>
<td>RSEE</td>
<td>3.51%</td>
<td>1.81%</td>
<td>2.32%</td>
</tr>
<tr>
<td>RAEE</td>
<td>3.52%</td>
<td>2.76%</td>
<td>2.6%</td>
</tr>
<tr>
<td>Selected count</td>
<td>2 times</td>
<td>2 times</td>
<td>4 times</td>
</tr>
</tbody>
</table>

Table 2 shows an example of the algorithm operation that calculates an error rate of each energy consumption estimator according to the pseudo code in Figure 1, selects the energy consumption estimator with the lowest error rate, and finally shows how many selections each estimator received. In this example, Estimator 3 had the most selections at four. Thus, Estimator 3 is selected as the suitable energy consumption estimator.

**IV. PERFORMANCE EVALUATION**

**A. Experiment Setup**

In this paper, five energy consumption estimators were chosen to evaluate the performance of the proposed dynamic energy consumption estimator. To this end, a dynamic energy consumption estimator, in which the below five estimators are embedded, was used to estimate energy consumption in face detection, video transcoding, and a chess game, some of the popular programs in mobile applications, thereby comparing and analyzing the error rate of the estimation.

Five sets of a single energy consumption estimator were implemented based on the Waikato Environment for Knowledge Analysis (WEKA) [12], an open source project. WEKA is a set of machine learning algorithms for data mining, which includes methods for data pre-processing, prediction, classification, regression, clustering, and association rules. The five estimation algorithms were chosen in this study considering the mobile environment and frameworks. The characteristics of each energy consumption estimator are as follows:

- Linear Regression: Regression analysis is a mathematical tool used to estimate a single dependent variable out of a number of independent variables. In particular, linear regression is fast and has a low calculation cost. It is suitable for application programs with linear data distribution because it induces estimation values by finding approximate linearity using the method of least squares from data executed in the past.
- Decision Table: This is the most preferred classifier owing to easy implementation, fast speed, and high functionality, but it has low performance levels. It starts at the root node, answers a query, and moves to a child node according to the answer. This process is run recursively until it arrives at the last leaf node. It is suitable for application programs that perform estimation by real-time interaction with users owing to the above-mentioned operation process.
- LWL (Local Weighted Learning): This is an instance-based algorithm that estimates by assigning a probabilistic weight using the Naïve Bayes classifier, which is suitable for data types with normal distribution such as mail filtering or document classification.
- IBk: This is an instance-based algorithm that uses the KNN (K Nearest Neighbors) model. IBk is a method to measure similarity between data using the Euclidean distance. The Euclidean distance is the straight distance between two data and therefore does not consider weights or the influence of independent variables that they represent. Thus, it has a weakness of incorrect estimation if a unit or the influences of independence variables are different from one another.
- KStar: This is also an instance-based algorithm that uses the KNN model as in IBk. However, it measures the distance between data using the Entropy-based Distance Function that considers probabilistic similarity. Thus, it has the characteristic that the weight or units of independent variables are less influential on estimation.

**B. Experimental Result**

Because resolution and color depth affects image size, in face detection the independent variables are correlated, and therefore data are highly similar leading to good performances with IBk and KStar as shown in Figure 2. Good performance was achieved by selecting KStar, which showed the best prediction rates, as the dynamic energy consumption estimator.
Figure 3 shows the average error rate of energy consumption estimation for video transcoding. Due to the characteristic of video transcoding which has linear distribution in terms of energy consumption, linear regression as well as the dynamic energy consumption estimator using linear regression had the best estimation rate.

Finally, Figure 4 shows the average error rate of energy consumption estimation for a chess game. In chess, values of independent variables required to determine the difficulty of the game are correlated, indicating similarity between the data. However, it has a highly complicated distribution because units or influences of independent variables are different from one another. KStar had the best estimation rate using the Entropy-based Distance Function to alleviate the effect of different influences and units between independent variables compared to other energy consumption estimators. Nonetheless, KStar did not show the best estimation rate in all applications we tested. However, dynamic energy consumption estimators showed the lowest error rate by selecting energy consumption estimators deemed suitable for all estimations.

In conclusion, we validated the effectiveness of dynamic energy consumption estimators by experiments which showed that dynamic energy consumption estimators displayed good performance by dynamically selecting energy consumption estimators according to each mobile application program.

V. CONCLUSIONS

Computation offloading-based mobile application programs require estimation of energy consumption for offloading. The previously proposed energy consumption estimation methods showed suitable performance only for specific mobile application programs. Therefore, this study proposed a dynamic energy consumption estimator by which the most suitable energy consumption estimator for a mobile application program was selected and used dynamically from a number of energy consumption estimators to overcome the drawbacks of individual energy consumption estimators. This study also developed a selection algorithm by which the dynamic energy consumption estimator can select the suitable estimator suitable for a given mobile application program.

In order to validate the performance and effectiveness of the proposed dynamic energy consumption estimator, three mobile application programs used widely in mobile devices were implemented, and the energy consumption for execution of the applications was estimated to compare the performance between the dynamic energy consumption estimator and individual energy consumption estimators. Through the experiments, the dynamic energy consumption estimator showed high estimation accuracy and effectiveness as it selected the suitable energy consumption estimator for various mobile application programs.
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