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Abstract— Cooperative transmission is one of the promising techniques in wireless communication systems that enables the cooperating node in a wireless sensor network to share their radio resources by employing a distributed transmission and processing operation. This technique offers significant diversity gains as several cooperating nodes forward source node’s data to the destination node over independently fading channels. The benefits offered by cooperative transmission can only be exploited fully if the power is allocated between source and cooperating nodes in an optimal manner instead of equal power allocation (EPA). Therefore, in this paper using moment generating function (MGF) approach a closed-form expression of probability of error has been derived for multi-hop cooperative network employing amplify-and-forward (AF) over rayleigh fading channel. Moreover, using two different network scenarios, optimal power allocation (OPA) scheme has been further investigated on the basis of channel link qualities between the communicating nodes. Numerical and simulation results validate the performance improvement of OPA over EPA and further the improvement due to relay location in the cooperative network.
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I. INTRODUCTION

In recent years, many communication systems have been designed to enhance the performance in terms of link reliability, throughput rates, and network capacity. But one of the major technical challenges in wireless communication is of multipath fading which arises because of the scattering and reflection of the transmitted signal. This phenomenon induces channel impairments but when properly exploited, it can also be used to provide spatial diversity gains.

Cooperative transmission is one such technique, in which spatial diversity is achieved by sharing the single antennas of cooperating nodes to form a virtual antenna array, as proposed in [1][2]. The cooperating nodes along with the source node transmit same information signal over independent paths and at the receiver these multiple versions of the same signal help to achieve a higher diversity gain. In cooperative relay networks, one of the most popular relaying protocols is amplify-and-forward (AF) protocol which simply amplifies the received signals from the source node and then forwards it to the destination node. The practical advantage of the AF relaying protocol lies in its simple execution and low cost implementation. In a cooperative relay network, the power available at the communicating nodes is limited. Therefore, it is very crucial to utilize this power in an efficient manner.

In order to implement and effectuate the relaying schemes in the cooperative network, one of the main tasks is to develop an optimal power allocation (OPA) strategy. The OPA strategy is an effective way to save the transmission power and enhance the performance of relay networks. The main objective is to find the optimal power allocation of the source node and relays involved to maximize the QoS performance at the destination node with a total power constraint.

The optimal power allocation of a two-hop AF cooperation network was examined in [3] and [4] for Rayleigh fading, but they only considered a single relay network. In [5], the power allocation has been discussed for a multi-node network but decode-and-forward (DF) relaying protocol has been employed over Rician fading channel. Moreover in [6] [7] and [8], OPA has been derived for AF dual-hop network with arbitrary number of relays over Rayleigh fading. In this paper OPA has been derived for AF multi-hop network with multiple relays using moment generation function (MGF) method. The closed-form expression for the probability of error is derived using the Lagrangian multiplier method.

II. MULTI-HOP COOPERATIVE NETWORK

A. System Model (2-Hop Scenario)

For this scenario the network configuration is shown below, Fig 1. The network comprises of three nodes; a source node $S$, destination node $D$ and a relay node $R$. Let $G_{SD}$, $G_{SR}$ and $G_{RD}$ represent the source-destination, source-relay and relay-destination channel coefficients, respectively. The system model is designed based on assumptions that a Maximum Ratio Combining (MRC) is used by the receiver as a detector, and Amplify and Forward (AF) is used as a relaying strategy.

![Figure 1. Power allocation with AF involving 1-Relay](image-url)

In the first phase the source node $S$ broadcasts the data $X$ with its transmission power $P_s$ to both relay and destination node, as shown in the next figure. The channel gains for the source-relay and from source-destination links are $G_{SR}$ and $G_{SD}$ respectively. The AWGN present at the relay and destination nodes will be $n_{SR}$ and $n_{SD}$ respectively. The equation of received signals in the phase-I at the relay and destination will be expressed as $Y_R$ and $Y_D$ respectively.
In phase-II, the relay amplifies the received signal $Y_R$ and then forwards it to the destination with its amplifier gain $\beta_R$. Here, $P_R$ is the transmission power of the relay node. $G_{RD}$ is the channel gain for relay-destination link and $n_{RD}$ is the noise at the receiver in phase-II. Now the signal received at the destination from the relay is:

$$Y_R[n] = \beta_R \cdot Y_R[n] \cdot G_{RD} + n_{RD}[n]$$

Relay gain $\beta_R$ is used to properly fine-tune the power at the relay to reduce variations in the relay–destination link. The relaying node’s amplifier can provide a maximum gain defined by the following expressions:

$$\beta_R = \sqrt{\frac{P_R}{P_S|G_{SR}|^2 + N_0}}$$

Since, amplify-and-forward protocol may induce some noise amplification but the MRC detector employed is quite competitive therefore with the help of its weights it can compensate effect of induced noise. The output of the MRC detector at the destination node will be:

$$Y_{MRC}[n] = \alpha_0(\sqrt{\frac{P_S}{G_{SD}} \cdot X[n] + n_{SD}[n]} + \alpha_1(\beta_R \cdot Y_R[n] \cdot G_{RD} + n_{RD}[n]))$$

In the above equation, $\alpha_0$ and $\alpha_1$ are the weights of the maximal-ratio-combiner. These combining weight compensate for the effects of likely incorrect decisions and are therefore chosen accordingly.

$$\alpha_0 = \frac{\sqrt{P_S G_{SD}}}{N_0}$$
$$\alpha_1 = \frac{\sqrt{P_S \cdot \beta_R G_{SR}^* \cdot G_{BD}^*}}{N_0}$$

### B. System Model (3-Hop Scenario)

For this scenario the network configuration is shown below, Fig 2. The network comprises of four nodes: a source node $S$, destination node $D$, a relay node $R1$ and a relay node $R2$. Let $G_{SD}$, $G_{SR1}$, $G_{R1R2}$ and $G_{R2D}$ represent the source-destination, source-relay1, relay1-relay2 and relay2-destination channel coefficients, respectively. The system model is designed based on assumptions that a Maximum Ratio Combining (MRC) is used by the receiver as a detector, and Amplify and Forward (AF) is used as a relaying strategy.

In the first phase the source node $S$ broadcasts the data $X$ with its transmission power $P_S$ to both relay and destination node, as shown in the next figure. The channel gains for the source-relay1 and from source- relay2 links are $G_{SR1}$ and $G_{SR2}$ respectively. The AWGN present at the relay 1 and relay 2 nodes will be $n_{SR1}$ and $n_{SR2}$ respectively. The equation of received signals in the phase-I at the relay 1 and relay 2 will be expressed as $Y_{R1}$ and $Y_{R2}$ respectively

$$Y_{R1}[n] = \sqrt{\frac{P_S}{G_{SR1}} \cdot X[n] + n_{SR1}[n]}$$
$$Y_{R2}[n] = \sqrt{\frac{P_S}{G_{SR2}} \cdot X[n] + n_{SR2}[n]}$$

After Phase-II, the relay2 node has received two signals $Y_{R2}'$ and $Y_{R2}$, first one was in phase-1 (broadcasting) and the second one was forwarded by relay1 with its amplification factor $\beta_{R1}$ in phase-II. $G_{R1R2}$ is the channel gain for relay1-relay2 link and $n_{R1R2}$ is the noise at the relay node2 in phase-II. But since the link between source-relay2 is weak as compared to the link between relay1 and relay2 so the node relay2 discards the signal $Y_{R2}$ and the received signal $Y_{R2}'$ is defined as:

$$Y_{R2}'[n] = \beta_{R1} \cdot Y_{R1}[n] \cdot G_{R1R2} + n_{R1R2}[n]$$

Relay gains $\beta_{R1}$ and $\beta_{R2}$ are used to properly fine-tune the powers at the corresponding relays to reduce variations in the source-relay and relay–destination links. The relaying node’s amplifier can provide a maximum gain defined by the following expressions:

$$\beta_{R1} = \sqrt{\frac{P_{R1}}{P_S|G_{SR1}|^2 + N_0}}$$
$$\beta_{R2} = \sqrt{\frac{P_{R2}}{P_{R1}|G_{R1R2}|^2 + N_0}}$$

Since, amplify-and-forward protocol may induce some noise amplification but the MRC detector employed is quite competitive therefore with the help of its weights it can compensate effect of induced noise. The output of the MRC detector at the destination node will be:

$$Y_{MRC}[n] = \alpha_0(\sqrt{\frac{P_S}{G_{SD}} \cdot X[n] + n_{SD}[n]} + \alpha_1(\beta_{R2} \cdot Y_{R2}'[n] \cdot G_{R2D} + n_{R2D}[n]))$$

In the above equation, $\alpha_0$ and $\alpha_1$ are the weights of the maximal-ratio-combiner. These combining weight compensate for the effects of likely incorrect decisions and are therefore chosen accordingly. Here $\alpha_1$ is the weight of the signals which is being forwarded by the relays placed in a linear topology.

$$\alpha_0 = \frac{\sqrt{P_S G_{SD}}}{N_0}$$
$$\alpha_1 = \frac{\sqrt{P_S \cdot \beta_{R2} \cdot G_{SR1}^* \cdot G_{R1R2}^* \cdot G_{R2D}^*}}{N_0}$$

![Figure 2. Power allocation with AF involving 2-Relays](image-url)
III. OPTIMAL POWER ALLOCATION

A. 2-Hop Scenario

The probability of bit error will be calculated using Moment Generating Function (MGF) approach. Since, it is a very helpful and simple tool for performance analysis of any modulation scheme in a fading scenario. In our case the modulation scheme is M-PSK.

\[ P_e = \frac{1}{\pi} \int_0^\pi \prod N_n \left( \frac{g_{PSK}}{\sin^2 \theta} \right) d\theta \]

\[ N_n \left( \frac{1}{\sin^2 \theta} \right) = \left( 1 + \frac{g_{PSK}}{\sin^2 \gamma_n} \right)^{-1} \]

\[ P_e = N_0^2 \left[ \frac{1}{P_s \cdot \sigma_{SD}^2 \cdot \sigma_{SR}^2} + \frac{1}{P_s \cdot P_R \cdot \sigma_{SD}^2 \cdot \sigma_{RD}^2} \right] \]

Since the outage probability has been formulated for this configuration, an effort is made to minimize this outage probability. This will be done keeping in mind the constraint of total transmission power. This optimization problem can be expressed as:

Minimize \[ P_e = \frac{1}{\pi} \int_0^\pi \prod N_n \left( \frac{1}{\sin^2 \theta} \right) d\theta \]

Subject to \[ P_s + P_R \cdot P_T \]

Now as we have formulated the constrained optimization problem of this network configuration, we proceed with its solution. One of the most important methods to get a closed form expression of a constrained optimization problem is the Lagrange Method. The Lagrange cost function of this problem is defined as:

\[ J = P_e + \lambda \left( P_s + P_R - P_T \right) \]

\[ \lambda N_0^2 \left[ \frac{1}{P_s \cdot \sigma_{SD}^2 \cdot \sigma_{SR}^2} + \frac{1}{P_s \cdot P_R \cdot \sigma_{SD}^2 \cdot \sigma_{RD}^2} \right] + \lambda = 0 \]

\[ \frac{\partial J}{\partial P_s} = N_0^2 \left[ -2P_s \cdot \sigma_{SD}^2 \cdot \sigma_{SR}^2 \cdot \sigma_{RD}^2 \right] \left( P_s^2 \cdot \sigma_{SD}^2 \cdot \sigma_{SR}^2 \right) \]

\[ \frac{\partial J}{\partial P_R} = N_0^2 \left[ \frac{1}{P_s \cdot P_R \cdot \sigma_{SD}^2 \cdot \sigma_{RD}^2} \right] + \lambda = 0 \]

\[ \frac{\partial J}{\partial \lambda} = P_s + P_R - P_T = 0 \]

After some algebraic manipulations the above equations are used to solve the Power values source and relay node.

\[ P_s = \frac{\sigma_{SR}^2 + \sqrt{A}}{3\sigma_{SR}^2 + \sqrt{A}} P_T \]

\[ P_R = \frac{2\sigma_{SR}}{3\sigma_{SR}^2 + \sqrt{A}} P_T \]

Where, in the above equation \( A = \left( \sigma_{SR}^2 + 8\sigma_{RD}^2 \right) \)

B. 3-Hop Scenario

Similarly, the probability of bit error for the 3-hop scenario will be also be calculated using Moment Generating Function (MGF) approach. As discussed earlier the moment generating function approach will define the error probability for the particular modulation scheme as an exponential function of \( \gamma \), defined below.

\[ P_e = \frac{1}{\pi} \int_0^\pi \prod N_n \left( \frac{g_{PSK}}{\sin^2 \theta} \right) d\theta \]

\[ N_n \left( \frac{1}{\sin^2 \theta} \right) = \left( 1 + \frac{g_{PSK}}{\sin^2 \gamma_n} \right)^{-1} \]

\[ P_e = 3N_0^2 \left[ \frac{1}{P_s \cdot \sigma_{SD}^2 \cdot \sigma_{SR1}^2} + \frac{1}{P_s \cdot P_R \cdot \sigma_{SD}^2 \cdot \sigma_{R1R2}^2} \right] \]

As the outage probability has been formulated for this 2 relay configuration, now this configuration will be expressed as an optimization problem with transmission power as a constraint entity.

Minimize \[ P_e = \frac{1}{\pi} \int_0^\pi \prod N_n \left( \frac{1}{\sin^2 \theta} \right) d\theta \]

Subject to \[ P_s + \sum P_R \cdot P_T \]

Now as we have established the constrained optimization problem, a closed form expression of this optimization problem will be found using Lagrange Method. The Lagrange cost function of this problem is defined as:

\[ J = P_e + \lambda \left( P_s + \sum P_R - P_T \right) \]

\[ \lambda = 0 \]

\[ \frac{\partial J}{\partial P_s} = \frac{3N_0^2}{8} \left[ \frac{1}{P_s \cdot \sigma_{SD}^2 \cdot \sigma_{SR1}^2} + \frac{1}{P_s \cdot P_R \cdot \sigma_{SD}^2 \cdot \sigma_{R1R2}^2} \right] \]

\[ \frac{\partial J}{\partial P_R} = \frac{3N_0^2}{8} \left[ \frac{1}{P_s \cdot \sigma_{SD}^2 \cdot \sigma_{SR1}^2} + \frac{1}{P_s \cdot P_R \cdot \sigma_{SD}^2 \cdot \sigma_{R1R2}^2} \right] + \lambda \left( P_s + P_R - P_T \right) \]
Now taking the partial derivatives of the Lagrange function $J$ (P, $\lambda$), with respect to $P_s$, $P_1$, $P_2$ and $\lambda$. Afterwards these derivatives will be equated to zero, like defined below

$$\frac{\partial J}{\partial P_s} = \frac{3N_o^2}{8} \left[ \frac{-2P_s \sigma^2 SD - \sigma^2 SR1}{(P_s \sigma^2 SD - \sigma^2 SR1)^2} - \frac{P_s \sigma^2 SD - \sigma^2 R1R2}{(P_s P_1 \sigma^2 SD - \sigma^2 R1R2)^2} \right] + \lambda = 0$$

$$\frac{\partial J}{\partial P_1} = \frac{3N_o^2}{8} \left[ \frac{-P_s \sigma^2 SD - \sigma^2 R1R2}{(P_s P_1 \sigma^2 SD - \sigma^2 R1R2)^2} \right] + \lambda = 0$$

$$\frac{\partial J}{\partial P_2} = \frac{3N_o^2}{8} \left[ \frac{-P_s \sigma^2 SD - \sigma^2 R2D}{(P_s P_2 \sigma^2 SD - \sigma^2 R2D)^2} \right] + \lambda = 0$$

$$\frac{\partial J}{\partial \lambda} = P_s + P_1 + P_2 - P_T = 0$$

After some algebraic manipulations the above equations are used to solve the value of $P_s$, $P_1$ and $P_2$.

$$P_s = \begin{cases} \frac{A - 4B + \sqrt{A^2 + 8AB}}{4(A - B)} P_T \\ \frac{2}{3} P_T \end{cases}$$

$$P_1 = \frac{\sigma_{2D}}{\sigma_{2D} + \sigma_{R1R2}} (P_T - P_s)$$

$$P_2 = P_T - P_1 - P_s$$

Where, in the above equation $A=(\sigma_{R2D} + \sigma_{R1R2})^2, \sigma_{R1R2}, \sigma_{SR1}$ and $B=\sigma_{R2D}^2, \sigma_{R1R2}^2$.

IV. SIMULATION RESULTS

Fig. 3, compares the performance of OPA with EPA in terms of ABER for a cooperative network having 2 relays. The results show that OPA clearly enhances the system performance.

A. Results (2-Hop Scenario)

Fig. 4, compares the performance of case 1: $(\sigma^2_{SD} = 1; \sigma^2_{SR} = 1; \sigma^2_{R2D} = 10)$ with case 2: $(\sigma^2_{SD} = 1; \sigma^2_{SR} = 1; \sigma^2_{R2D} = 10)$ in terms of ABER for a cooperative network having a single relay. Here, channel link quality $(\sigma^2)$ is denoted by 10 if the two communicating nodes are closer to each other while if the two nodes are far from each other channel link quality is 1. The graph shows that case 2 is performing marginally better than case 1, when in lower SNR ranges 0-5 (dBs) and the performance gradually increases with increased SNR. The reason is that cooperative relaying performs better when the link between last relay and destination node is strong [9]. Moreover, as cooperative relaying employs a receiver diversity technique like MRC in our case, the system performance is increased if the incoming signal being combined comes from a stronger channel.

B. Results (3-Hop Scenario)

Fig. 5, compares the performance of OPA with 6 different scenarios in terms of ABER for a cooperative network having 2 relays. In the graph, case 3: $(\sigma^2_{SD} = 1; \sigma^2_{SR1} = 10; \sigma^2_{R2D} = 10; \sigma^2_{R1R2} = 10)$ is the ideal scenario where both of the relying nodes lie in closer proximity to the destination node and has clearly the best performance curve and case 1: $(\sigma^2_{SD} = 1; \sigma^2_{SR1} = 1; \sigma^2_{R1R2} = 1; \sigma^2_{R2D} = 1)$ is the worst performance curve having no stronger paths. As we have established in the earlier scenario (2-hop) that the system performance depends a lot on the channel link quality $(\sigma^2)$ between source and the first relay and the link quality between the destination node and the last relay. This is being depicted from the performance curves of case 2: $(\sigma^2_{SD} = 1; \sigma^2_{SR1} = 1; \sigma^2_{R1R2} = 1; \sigma^2_{R2D} = 10)$ and case 5: $(\sigma^2_{SD} = 1; \sigma^2_{SR1} = 10; \sigma^2_{R1R2} = 1; \sigma^2_{R2D} = 1)$.

Moreover, both case 4: $(\sigma^2_{SD} = 1; \sigma^2_{SR1} = 1; \sigma^2_{R1R2} = 10; \sigma^2_{R2D} = 10)$ and case 6: $(\sigma^2_{SD} = 1; \sigma^2_{SR1} = 10; \sigma^2_{R1R2} = 1; \sigma^2_{R2D} = 10)$ have better performance than case 2 and case 5 because both of them have more than one strong path.
The power allocation algorithm optimally allocates transmission power among source node and the involved relay nodes. The power is calculated based on the channel link qualities between the two communicating nodes. In Table I, the values of transmission powers of the nodes for 2-hop configuration are presented. Here, if the relay node is closer to the source node almost equal power is allocated to both of them. When the relay node is closer to the destination node, source node is allocated more power [9].

<table>
<thead>
<tr>
<th>Table I. Optimal Power Values (2-Hop Configuration)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma^2_{SD}$ $\sigma^2_{SR}$ $\sigma^2_{RD}$</td>
</tr>
<tr>
<td>(1,1,1)</td>
</tr>
<tr>
<td>(1,1,10)</td>
</tr>
<tr>
<td>(1,10,1)</td>
</tr>
</tbody>
</table>

In Table II, the transmission powers values of the nodes for a 3-hop configuration are presented. The power values are calculated from the formulae derived earlier in Section-III, keeping in mind the constraint of transmission power.

<table>
<thead>
<tr>
<th>Table II. Optimal Power Values (3-Hop Configuration)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma^2_{SD}$ $\sigma^2_{SR1}$ $\sigma^2_{R1R2}$ $\sigma^2_{RD}$</td>
</tr>
<tr>
<td>(1,1,1,10)</td>
</tr>
<tr>
<td>(1,10,10,10)</td>
</tr>
<tr>
<td>(1,1,10,10)</td>
</tr>
<tr>
<td>(1,10,1,1)</td>
</tr>
<tr>
<td>(1,10,1,10)</td>
</tr>
</tbody>
</table>

Here, it can be seen that if the channel link quality between any two communicating nodes is strong, comparatively less power will be assigned to the transmitting node. On the other hand if the channel link quality is weak then more power is assigned to the corresponding transmitting node.

V. CONCLUSIONS

Simulation results show that optimizing the power allocation is essential for cooperative networks having unbalanced channel link qualities. For a multi-hop cooperative network, the most significant channel link qualities are of the paths between source and the first relay node and that of between the last relay and the destination node. The effect of channel link qualities of the other paths on performance of the system is considerably small. Moreover, if more than one path is strong during a multi-hop cooperative transmission, the receiver diversity technique will help the system to achieve better performance. Moreover, as a future direction if opportunistic relaying is employed, the system performance can improve further.
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