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Abstract- Multiple Input Multiple Output (MIMO) sys-

tems have been extensively studied in context of wireless 

communication systems, which promising the both in-

creased capacity and link level reliability. In this paper, we 

proposed the interference cancellation techniques for V-

BLAST/STBC architecture, which integrates Alamouti 

space-time block code (STBC) layer together with vertical 

Bell-laboratories (V-BLAST) layer. In this work, we em-

ploy four transmit and three receive antennas over fre-

quency flat Rayleigh fading channel. This paper presents 

signal detectors for V-BLAST/STBC with minimum mean 

square error (MMSE), zero forcing (ZF), parallel interfer-

ence cancellation (PIC) and successive interference cancel-

lation–zero forcing with binary phase shift keying (BPSK). 

Simulation results show the bit error rate performance 

degradation and the computational complexity of the joint 

optimal detection is better than the other detection tech-

nique. 

 
    Keywords- interference cancellation; Vertical Bell Laborato-

ries Layered Space-Time; Space Time Block Code; zero forc-

ing; minimum mean square error; successive interference 

cancellation; parallel interference cancellation   

I. INTRODUCTION  

    In wireless communication systems, continuous communica-
tion with high quality of signal that contains voice, text, or im-
age, is not guaranteed because channel condition can be not 
good owing to multipath fading channel [1]. Also, wireless 
communication systems face significant design challenges to 
achieve the desired performance and coverage range due to 
limitations on the transmit power level [2]. One method for 
overcome these problems is adopting analog repeaters. But the 
repeaters amplify both the signal and noise. The possible solu-
tion is used multiple antennas, which called multiple-input 
multiple-output (MIMO) [3]. This technique can effectively 
exploit the spatial diversity, time diversity and frequency diver-
sity. Therefore, the coverage area and the system performance 
are significantly improved. Vertical Bell Labs Layered Space-
Time (V-BLAST) was proposed [4] to achieve the very high 
spectral efficiency promised by the multiple-antenna system 
[5]-[7]. 

 

    In the original V-BLAST system [4], parallel data streams 
are simultaneously transmitted through multiple antennas in the 
same frequency band, which helps to achieve the high spectral 
efficiency with reasonable decoding complexity. The perfor-
mance analysis of V-BLAST using ZF-SIC detector is in gen-
eral considered difficult. The difficulty mainly comes from the 
nonlinear interference cancellation operation, which generates 
the so-called error propagation effect in practical systems and 
is hard to quantify. Preliminary research in [8]-[9] has reported 
the asymptotic analysis and numerical Monte Carlo simulation 
results. Although the numerical approach is useful in perfor-
mance evaluation, the analytical approach provides deep in-
sight and comprehensive understanding of the essential and key 
points of V-BLAST. Furthermore, analytical results are useful 
in developing optimal transmission schemes such as power 
allocation. [10] derives closed-form expressions for signals at 
each detection step and performs statistical analysis in a Ray-
leigh-fading channel based on the perfect interference cancella-
tion assumption. [11] breaks this assumption and presents an 
analysis on the joint error rate and symbol error rate. However 
the closed-form expression of bit error rate (BER) of each sub-
stream is still unknown. 

    A V-BLAST/ STBC scheme which contains Alamouti space 
time block codes (STBC) with V-BLAST is consider in this 
paper. This scheme arises as a solution to jointly achieve spa-
tial multiplexing and diversity gains simultaneously. With V-
BLAST/STBC scheme, it is possible to increase the data rate 
while keeping a satisfactory link quality in terms of the symbol 
error rate (SER). Due to the error propagation effect, the detec-
tion error of the first sub-stream can result in more errors than 
the subsequent substreams detection. Hence the first sub-
stream limits the overall performance of this structure. In this 
work a joint SIC-ZF detection algorithm is proposed to reduce 
the system complexity and minimize the performance degrada-
tion.     

This paper is organized as follows. In Section II, the V-
BLAST/STBC architecture is presented. In section III, we pro-
posed the interference cancellation techniques with linear re-
ceiver such as MMSE, ZF and non-linear receiver such as PIC, 
SIC-ZF. The system performance is also included in section 
III. The simulation results are described in section IV.  Finally, 
section V provides the conclusion. 
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II. SYSTEM MODEL 

 
The architecture of V-BLAST/STBC with four transmitters 

and three receivers has been described in Fig.1 
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Figure 1. V-BLAST/STBC transceiver. 

 

Let the data transmission bits denoted by X  , which is a se-
rial data using serial to parallel circuit.  All of the data streams 
are demultiplexed into two groups as known as V-BLAST and 

STBC. The data bits 
1x and *

5x are transmitted by the first an-

tenna of V-BLAST at time t  and t T+ . The data bit 2x and *

6
x  

are transmitted by the second antenna of V-BLAST at time t  

and t T+ , respectively.  The data bit 3x and *

4
x−  are transmit-

ted by STBC at time t  and t T+ . Finally, the data bits 
4x and

*

3x are transmitted by STBC at time t  and t T+ , respectively. 

Each signal is assumed to be binary phase shift keying (BPSK). 
The channel model is described as Rayleigh frequency flat fad-
ing channel and assumed be a constant across two consecutive 

symbol transmission periods. It is denoted by 
ij

h  between the 

transmit antenna i   and receive antenna j . Each entries of 
ij

h

are independent and identically distributed and circularly 
symmetric Gaussian random variables with zero-mean and unit 

variance. The receive signal form the transmit antenna a to the 

receive antenna b at time t  and t T+ is denoted by
aby . Final-

ly, 
ij

n is denoted as the additive white Gaussian noise (AWGN) 

with zero mean and variance 
2σ between the i   transmit an-

tenna and the j  receive antenna. Therefore, the received sig-

nals at the first receive antenna at time t  and t T+ are given by  

                      
11 11 1 12 2 13 3 14 4 11  y h x h x h x h x n= + + + +              (1) 

and                * * * *

12 11 5 12 6 13 4 14 3 12
  ( )y h x h x h x h x n= + + − + + .      (2) 

In the same manner, the received signals at the second and 

third receive antennas at time t  and t T+  are described by 

 

                
21 21 1 22 2 23 3 24 4 21  y h x h x h x h x n= + + + + ,           (3) 

                * * * *

22 21 5 22 6 23 4 24 3 22
  ( )y h x h x h x h x n= + + − + + ,     (4) 

               
31 31 1 32 2 33 3 34 4 31  y h x h x h x h x n= + + + + ,            (5) 

and               * * * *

32 31 5 32 6 33 4 34 3 32
  ( )y h x h x h x h x n= + + − + + .      (6) 

These signals can be written in a matrix form as  

*

1 5

11 12 11 12 13 14 11 12*

2 6

21 22 21 22 23 24 21 22*

3 4

31 32 31 32 33 34 31 32*

4 3

 = 

x x
y y h h h h n n

x x
y y h h h h n n

x x
y y h h h h n n

x x

 
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           
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.(7) 
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y be a received signal matrix. The Rayleigh 

fading matrix is denoted by
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n n

n n

n n
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n    

is an AWGN matrix. Finally, all of the above signals can be 
written in a short notation as 

                              = +y hx n .                                                (8) 

We transform equation (7) as the 3 2× matrix to 6 1× row vec-

tor by insertion complex conjugate operation of equations (2), 
(4) and (6) yielding 

               * * * * * *

12 11 5 12 6 13 4 14 3 12
 =  y h x h x h x h x n+ − + + ,                    (9) 

               * * * * * *

22 21 5 22 6 23 4 24 3 22
 =  y h x h x h x h x n+ − + + ,                (10) 

and         * * * * * *

32 31 5 32 6 33 4 34 3 32
 =  y h x h x h x h x n+ − + + .                (11) 

Equation (1), (3), (5) and (9)-(11) can be rewritten in a matrix 
notation as 

    

11 1 1111 12 13 14

21 221 22 23 24

31 32 33 3431 3

* * * **

14 13 11 1212 4

* * * **

24 23 21 2222 5

* * * **

34 33 31 3232 6

0 0

0 0

0 0
 = 

0 0

0 0

0 0
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. (12) 

For convenience, we can expressed equation (12) as a compact 
formulation as 

                              Y = HX + N ,                                     (13)  
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where 

11 12 13 14

21 22 23 24
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H is a  

channel matrix. * * *

11 21 31 12 22 32  y y y y y y =  Y
T

 is the 

receive signal vector, [ ]1 2 3 4 5 6  x x x x x x=X
T

 is the 

transmit data vector [ ]11 21 31 12 22 32  n n n n n n=N
T

is 

the noise vector.   

 

III. INTERFERENCE CANCELLATION TECHNIQUES 

 
In this section, we explain the interference cancellation 

technique for multi-user detection (MUD) by performing a zero 
forcing (ZF) receiver, minimum mean square error (MMSE) 
receiver, parallel interference cancellation (PIC) receiver, and 
zero-forcing successive interference cancellation (SIC-ZF) 
receiver, respectively. 

A. ZF Receiver 

In order to suppress and reject the interference, we consid-

er the ZF linear receiver. Let ZFW  be the receiver matrix and 

satisfy the property [12]-[13] 

 

                          =   ZFW H I ,                                 (14) 

where I  is an identity matrix. From (14), 1
 =  ZF

−
W H  and 

let the estimated bit is defined as 

 

ˆ   =   ZFX W Y ,                                 (15) 

 

where the received signal is given in (13). After some manipu-

lations, the estimated bit is expressed as 

 

                     1ˆ    =    + −X X H N .                             (16) 

 

B. MMSE Receiver 

    The mean square error (MSE) is defined by [13]-[14] 

                                 ˆ ˆ  MSE = (X - X)(X - X)
T  ,                   (17) 

but                           ˆ   MMSEX = W Y .                                    (18) 

Substitute (13) into (18) yields, 

                                 ˆ   
MMSE

X = W (HX + N) .                       (19) 

Substitute (19) into (17) yields, 

  [ ][ ]  
MMSE MMSE

MSE = X - W (HX + N) X - W (HX + N)
T

 

       
MMSE MMSE MMSE

= [XX - XX H W - XN W - W HXX +
T T T T T T T

 

          
MMSE MMSE MMSE MMSE MMSE

W HXX H W + W HXN W - W NX
T T T T T

 

          
MMSE MMSE MMSE MMSE

+W NX H W + W NN W ]
T T T T T

.        (20) 

 

Since [ ]   =    =  0 
 n n

T
E E , 2

  =  σ 
 nn

T
E and 

2  =   = 1   
   xx xT

E E . The ensemble average of (20) is 

[ ]   MMSE MMSE MMSE MMSEMSE = 1- H W - W H + W HH W
T T T T

E  

                     σ 2

MMSE MMSE
+ W W

T

.                                          (21) 

In order to minimize the MSE, we take a derivative of (21) 

with respect to 
MMSE

W  and equating to zero. Therefore, the 

derivative is  

       

[ ]
  

                    .σ σ

∂

∂ MMSE

MMSE

2 2

MMSE MMSE MMSE

MSE
= 0 - H - H + W (HH )

W

+ W HH + W I + W I

T T T T

T

E

 

After some mathematics manipulations, the MMSE receiver is 
given by 

                          σ 
 

-1
2

MMSEW = H HH + I
T T

.                    (22) 

Substitute (22) into (19), therefore the estimation data bit is                          

                        [ ]2 1ˆ    =   (  + )  + σ −x H HH I Hx nT T
.           (23) 

Let 2 1  =   (  + )σ −
A HH I

T then 

        1ˆ    =     + −X X H N .                                      (24) 

C. PIC Receiver 

    This receiver estimates all of the data bits and then subtracts 

all signals except the reference user. This process is done and 

cancelled all the user interference before sending bits to the 

decision process. If we apply the perfect power control, the 

best performance is received. In the first step, we transform 

the original receiver to the decorretaor. The second step, the 

input bit is calculated from 

 

ˆ   
+

X = H Y ,                                             (25) 

 

where +H is the channel matrix and Y  is the received vector, 

respectively. Next the decision making is done by using 

 

ˆ   X  = Q(GY) ,                        (26) 
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where Q and Y denote the slicing function and weighting 

function, respectively. Let i  be the number of transmit anten-

na,   1: 4i = , the cancellation process is done by subtracting 

all interference signals form the desire signal and given by   

 

  Y = Y -
3

1

ˆ, j

j

i j
=
∑H( )X .         (27) 

 

 The weighting function is calculated by  

 

                            :, j
+G =  (H( )) .                                      (28) 

 

Finally, the estimated data bit has been computed from (28) 

and (29), then 

 

                                    ˆ   
j

X  =  Q(GY) .                            (29) 

 

D. SIC-ZF Receiver 

    Successive interference cancellation zero-forcing (SIC-ZF) 

employs zero-forcing nulling with ordering cancellation detec-

tion. Zero-forcing nulling with ordering cancellation detection 

performs better than nulling with cancellation, regardless of 

ordering. This is because the system performance is affected 

by the detection order of X components in terms of post-

detection SNR when symbol cancellation is used. This is dif-

ferent from nulling alone detection, as each nulling vector 

( )kW is required to be orthogonal to M−1 rows of H from 

(13), according to [15]. However, when symbol cancellation is 

employed, the nulling vector in i-th iteration 

( )
ki

W  is required to be orthogonal only to the M−i undetected 

components [16]. A simple consequence of the Cauchy-

Schwartz inequality is that the more rows of H that a particu-

lar ki
W is constrained to be orthogonal to, the larger its norm, 

and thus, according to [17], the smaller its postdetection SNR. 

The post-detection SNR of modified received vector must be 

maximized so as to minimize the error propagation as high 

SNR indicates low symbol error rate. The full SIC ZF detec-

tion algorithm [12] can be described compactly as a recursive 

procedure, including determination of the optimal ordering, as 

follows: 

 

Initialization: 

Let 1i =  and 
1
  +=G H , where 

1G denotes the Moore-

Pemrose pseudo-inverse of Rayleigh fading channel,  +H .  

Then the values of  

 

                                              
2

1 1
  arg min ( )

j
j

=K G                     (30) 

 

specifies the ordering decision in the i-th iteration. 
i j

G  pre-

sents the j-th row of 
iG determines the elements of the opti-

mal ordering by selecting the smallest norm of j-th row of 
iG . 

 

Recursion 

   Computing respective ZF-nulling vector uses 
 

( )
i i i
=kW G K .                              (31) 

 

Then the decision statistic is written as 

 

                                                             
ii

i=
K Kr W y

T ,                              (32) 

 

and the estimated component of X calculated by  

 

ˆ   ( )
i i
=

K K
X Q r .          (33)  

 

    Note that Q is a slicing operation. We perform cancellation 

of the detected component from the received vector using the 

relation 
          1 1

ˆ  ( )
i ii i+ += −

K K
y y X H .               (34) 

 

Let 1
  

ii

+
+ −=

K
G H  and computes the new pseudo-inverse for 

the next iteration. This new pseudo-inverse is based on a de-

flated version of H , in which columns 
1,..., iK K have been 

zero. Then  

 

                      
2

1 1
arg min ( )

i j
j

+ =K G ,                   (35) 

determines the elements of the optimal ordering for the next 

iteration. 

 

IV. SIMULATION RESULTS 

 

    We perform computer simulations using four transmit an-

tennas and three receive antennas. The modulation scheme is 

assumed to be binary phase shift keying (BPSK) over Ray-

leight frequency flat fading channel with perfect channel state 

information (CSI). We compare the joint optimal detection 

technique (ZIC-ZF) with ZF, MMSE and PIC receivers. The 

simulation results are presented in Figure 2. 
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Figure2. Bit Error Rate of V-BLAST/STBC with detection  

               techniques. 

 
    We notice that employing the MIMO antennas, V-

BLAST/STBC, is better than the SISO (classic antenna). We 

observe that at BER 10
-3

, the performance of ZF and MMSE 

receiver is nearly the same. However, for high value of SNR 

the MMSE receiver is slightly better. We can observe that the 

BER performance of the non-linear receivers, SIC-ZF and 

PIC, outperforms linear receivers (ZF and MMSE).  In Figure 

2, we notice that PIC has the lowest BER and best perfor-

mance. Meanwhile, the complexity of this algorithm is signifi-

cantly reduced as compare with SIC-ZF. 

 

V. CONCLUSIONS 

    In this paper, we described detection techniques of ZF, 

MMSE, PIC and SIC-ZF over a V-BLAST/STBC over Ray-

leigh flat fading channel. We notice that the bit error rate per-

formance of MIMO is better the classic SISO. We also ob-

serve that the non-linear detector outperforms the linear detec-

tor. At BER 10-3 the SNR of SIC-ZF and PIC are 13 and 12 

dB, respectively. So PIC yields the best BER performance. It 

also greatly reduces the complexity and degrades the perfor-

mance marginally if compare with the algorithm SIC-ZF. This 

two non-linear detection algorithms can be apply for V-

BLAST/STBC and MIMO systems.  
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