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Abstract—In this paper, we propose NewsFeedAndroid, a novel 

system that interconnects a social networking service and online 

newspaper sites in order to extracts news articles from the online 

news sites and to perform feeding of news articles to social 

network service (SNS) users. In NewsFeedAndroid, news 

information agents extract news article information from the 

news and portal sites using Minimum Description Length (MDL) 

wrapper induction algorithm. The news document collecting 

module regularly gathers news list information from news list 

page in the news sites and portals. In the collected documents, the 

document preprocessing module removes tags that are 

unnecessary for news information extraction. Lexical analyzer 

converts the rest text information and tags to a sequence of 

tokens, and news information is obtained by matching token 

patterns to the sequence. Those extracted news information from 

the various sites are integrated in the system and supplied to the 

end users through the social networking service on a smartphone. 

NewsFeedAndroid demonstrates a novel usage of integrating 

social networking services and online newspaper sites. 
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I. INTRODUCTION 

In Web mining, automated generation of wrappers has been 

one of important topics [1-9].  Wrapper induction is important 

because wrappers can bridge between HTML based hypertext 

pages on the Web and business applications that need useful 

information from the HTML pages in a structured form.  

With the advent of smartphones [10-12] and social 

networking services(SNS) [13-15], we have seen huge 

potentials in academic and industrial research stemmed from 

the fusion between smartphone and SNS.   

For example, feeding appropriate news information to the 

end users over SNS can be an interesting topic, because SNS 

clients are light-weight and works as an independent mobile 

application on the smartphone and can be connected to text 

message service on a phone.   It is worth noting that previous 

research on wrapper induction primarily concern the Web 

accesses on desktop computers, and the previous applications 

usually work on client program or Web browsers on desktop 

computers.  For the appropriate information delivery, it is 

necessary to have effective wrappers that interconnect data 

flows from the Web to SNS end users over smartphone.  

There have been considerable amount of research on 

application of wrapper induction [16-19], however there are 

no applications so far on wrapper induction for smartphone 

and SNS.   

With these backgrounds, we propose an efficient and 

accurate wrapper induction technique for news article 

extraction that elicits concise but accurate patterns that occur 

frequently in the HTML pages using minimum description 

length (MDL) principle [20] and a suffix-tree sequence 

storage mechanism.    

To induce accurate and concise wrapper patterns from Web 

pages, our proposed algorithm uses MDL principle as a 

tradeoff criterion between the number of occurrence of 

important patterns and the length of the patterns.  The 

estimation of the occurrence is efficiently calculated by and 

obtained from suffix tree storage mechanism.    

The remainder of this paper is as follows:  Section 2 

describes related work; Section 3 explains the methods; and 

Section 4 summarizes with conclusion. 

II. RELATED WORK 

 
Figure 1.  News feeding systems on Smartphone 

As for news feeding on the smartphone, there have been 

several systems available (two examples shown in Figure 1).  

However, there have been no smartphone applications 

available that can aggregate news articles from multiple 

sources using wrapper induction techniques.   

We explain related work on wrapper induction techniques.   

In [1], Kang and Choi developed MetaNews that uses noise 

removal and string matching algorithm for hyperlinks of 
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newspaper articles. Kushmerick [2] evaluates efficiency and 

expressiveness of six wrappers, and compares the results with 

PAC learning models. Senellart et al. [3] present a wrapper 

incuction algorithm that uses domain knowledge expressed as 

a set of concept names and concept instances. Pazienza et al. 

[4] propose CROSSMARC, an application of ontological 

knowledge in their wrapper induction, but their experimental 

results are not so sufficient and systematic to assess the 

effectiveness of their approach. Muslea et al. [5] propose 

STALKER, a hierarchical information extraction system that 

induces rules as finite automata from the data by repeating 

candidate generation and refinement. Doorenbos et al. [6] 

introduce Jango, one of the first successful wrapper induction 

systems that collect shopping information with prices from 

online stores. Cohen [7] designs WHIRL, a deductive 

database system for information retrieval with database-like 

query that can integrate information from multiple Web sites.  

Hammer et al. [8] propose TSIMMIS, a template based 

wrapper system with parser, matcher, and engine that 

transforms native query to application query and vice versa.  

Liu et al. [9] design and implement XWrap, an XML-based 

wrapper generator with structure analyzer that handles HTML 

tree. We have not aware of any applications that incorporate 

wrapper induction technology on smartphones. 

III. METHOD 

We explain NewsFeedAndroid.  Firstly, we describe 

tokenizer with removal of needless tags.  Secondly, we 

analyze Minimum Description Length (MDL) principle with 

respect to wrapper induction.  Thirdly, we detail suffix tree 

data structure.  Finally, we explain MDL-Wrapper algorithm. 

A. Tokenizer with Noise Removal 

Because HTML web pages are generated for visual 

presentation purpose, the pages mostly have HTML tags used 

for decoration of their contents.   Although, the tags are for 

visual decoration, a few of them sometime imply the 

systematic structure of the contents.  For example, <table>, 

<th>, and <td> tags are for tables, but those tags strongly 

imply that they are used to present relational data, i.e. multiple 

records.    

With these considerations, we remove most of these HTML 

tags which are not suitable for extracting wrapper patterns [1].   

This removal (or abstraction) stage also makes the wrapper 

robust to small changes of HTML documents, because most 

HTML tags for visual presentation are removed and 

disregarded in wrapper induction.   

After removing the HTML tags for visual presentation, we 

generate one token sequence from one HTML document.   In 

the sequence, each token denotes a HTML tag or text data.  

After the generation of a token sequence, the problem of 

wrapper induction is reduced to the problem of finding a token 

sub-sequence that, when converted back to the original tags 

and text, covers relational data in the HTML page.  

Note that, from the rules in table 1, we treat all general texts 

equally (as ‘X’), but maintain the HTML tags for table 

structure because they provide significant clues for relational 

data. 

TABLE 1. TOKEN CONVERSION 

Token Character 

<TABLE> T 

</TABLE> t 

<TR> R 

</TR> r 

<TH> H 

</TH> h 

<TD> D 

</TD> d 

<A> A 

</A> a 

<P> P 

</P> p 

<BR> B 

</BR> b 

hyperlink (HREF=…) U 

text X 

B. Suffix Tree 

 
Figure 2.  Suffix Tree 

To store the generated sequences by the tokenizer, we use 

suffix trees.  Figure 2 shows an example suffix tree for a string 

“banana$”, where ‘$’ denotes the end of the string.  A number 

in each node represents a number of occurrences of patterns.  

For example, in the string “banana\$”, ‘a’ occurs three times 

and ‘na’ occurs twice.   

As for its complexity, Ukkonen[21] has devised a linear 

time algorithm for constructing the suffix tree.  When the 

length of a string is n, then it takes a linear O(n) time to build 

a suffix tree for the string.  Once a suffix tree is generated, 

then it takes O(m) time to find a pattern with length m.  Also, 

with edge label compression, it only needs O(n) space for a 

suffix tree.  In practice, to store multiple strings, a generalized 

suffix tree is used. 
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C. Minimum Description Length (MDL) for Wrapper 

Induction 

With minimum description length (MDL) principle [20], 

our wrapper (MDLWrapper) controls the extent of 

generalization during the wrapper induction. MDL is a 

criterion that trades off the accuracy and the size of a theory.  

That is, MDL principle chooses the theory (or model) from a 

set of data that minimizes (1) the sum of the length of the 

theory and (2) the length of the data that are encoded 

according to the theory.  In our setting, the theory is an 

inferred pattern of the wrapper, and the data is the tokenized 

sequence converted from an HTML document and stored in a 

generalized suffix tree. 

Following those ideas, we briefly define the problem of 

wrapper induction from HTML documents as follows: Let D(i) 

be a document i that consists of words from finite alphabet ∑.  

Suppose a document is composed of a finite number of letters 

from ∑, then the document D(i) ∈ ∑∗.  Similarly, let ∑TOK be 

a set of token alphabet, then the tokenizer can be defined as a 

function named TOK.  Then TOK: ∑∗ → ∑TOK
∗  is a tokenizing 

function that removes needless HTML tags and tokenized 

HTML tags and words into tokens ∈ ∑TOK, and the goal is to 

find a token subsequence that maximizes the MDL formula 

for evaluating conciseness and accuracy. 

Considering that we are interested in the patterns that occur 

frequently and we want the pattern to be meaningful (i.e. long 

enough), minimum description length for wrapper induction 

can be formulated as follows: 

 

MDL(tok) = #(tok) × ∑ w(toki) + α × l(tok)

i

 

where w(toki) is a user-specified weight for a token which 

reflects the user’s domain knowledge, #(tok) is the number of 

occurrence of a token sub-sequence, l(tok) is the length of a 

token sequence, and α is a user-supplied parameter. 

D. MDL-Wrapper Algorithm 

We explain our wrapper algorithm.  The major steps for 

MDLWrapper are as folllows: 

 

MDLWrapper(D) 

1. For each document Di  D, remove needless HTML 

tags and normalize relative URL’s. 

2. Generate token sequence from the HTML documents 

and insert the token sequences into a generalized 

suffix tree.   

3. Sort all the nodes in the suffix tree in descending order, 

and for each suffix node, obtain the pattern p 

corresponding to the node.  

4. Choose the node and its pattern that maximizes the 

MDL score. 

 

E. NewsFeedAndroid 

The preliminary experimental results show that MDL-

Wrapper is efficient and effective for wrapper induction tasks. 

For seventeen news sites, we have found that very simple 

patterns like ‘AUXa’, ‘XAUa’, and ‘AUaX’ occur frequently 

and are effective as wrapper patterns for news articles, 

although we have found more diverse patterns for online 

stores's price information. 

Figure 3 shows the running screen of NewsFeedAndroid 

developed by the ideas we have explained as an application on 

Android OS.   

 
Figure 3.  NewsFeedAndroid 

IV. CONCLUSIONS 

In this paper, we have proposed NewsFeedAndroid that 

interconnects a social networking service and online 

newspaper sites in order to extracts news articles from the 

online news sites and to perform feeding of news articles to 

social network service (SNS) users. Preliminary experimental 

results have shown that MDL-Wrapper we incorporated is 

efficient and effective for wrapper induction tasks for news 

sites.  We have found that very simple patterns like ‘AUXa’, 

‘XAUa’, and ‘AUaX’ occurs frequently and are effective as 

wrapper patterns for news articles. 
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