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Abstract— In densely deployed WLAN environment, the WLAN 

can experience severe inter-cell interference which may cause a 

considerable performance degradation. In order to mitigate this 

issue, we propose a centralized channel allocation scheme 

considering the uncontrolled neighboring access points. The 

proposed scheme estimates the channel utilization based on the 

received beacon signals without any help from clients. The 

performance of the proposed scheme is evaluated by the 

experiment. Despite the simplicity of the proposed scheme, it 

shows the best performance within compared schemes. 
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I. INTRODUCTION 

Wireless local area networks (WLANs) based on IEEE 

802.11 standard [1] have been widely deployed to provide 

pervasive Internet access. The large-scale deployments of 

WLANs by mobile operators and broadband Internet 

providers have increased the densely deployed WLANs [2]. 

Wireless hand-held devices supporting 802.11 standard also 

have come into wide use in our daily lives (i.e., smart phones 

and tablet PCs). Recently, various Internet of Things (IoT) 

application demands such as multimedia material distribution 

in lecture room, video group communication, and wireless 

video surveillance monitoring have been rapidly growing. 

 However, in densely deployed WLAN environments, each 

WLAN can experience severe inter-cell interference from 

neighboring WLANs, and the interference may result in 

considerable throughput degradation. To provide satisfactory 

wireless communication environment for the demanding 

applications, the inter-cell interference should be more 

carefully managed from the network setup stage of deciding 

the  operating channel. In this paper, we focus on the channel 

assignment as an approach to mitigate the interference.  

In general, an access point (AP) tries to select a channel 

with the expected lowest interference or a lightly loaded 

channel, as its operating channel. In [3], each AP estimates the 

channel load on the basis of the number of associated users. 

To find out the most lightly loaded channel which the fewest 

users are on, the AP collects the beacon broadcasted by each 

neighboring AP, which contains the number of associated 

users. In the automatic channel selection scheme (ACS) [4], 

each AP first surveys the channel to examine how much 

interference was detected, and then picks the channel with the 

lowest interference. Additionally, in the channel selection 

based on the received signal strength indicator (RSSI) which 

has been widely adopted in many WLAN systems, an AP 

selects a channel with the lowest RSSI. Although the APs in 

these schemes select their respective best channels, since the 

channel selection is performed individually by each AP, the 

duplicated channel selection among APs may occur as the 

number of neighboring APs increases. This can result in 

significant throughput degradation because the same channel 

may be shared by multiple adjacent APs. Therefore, in 

selecting the operating channel, the coordination among 

neighboring APs is needed.  

The authors in [5] suggested a cooperative channel 

assignment scheme, which is performed in a distributed 

manner. This scheme has the limitation that the 

communication overhead for exchanging the channel 

information gets higher as the number of neighboring APs 

increases. Furthermore, since each AP shares the information 

based on IEEE 802.11k standards [1], this scheme can be 

applied only to IEEE 802.11k supported WLANs.  

In general, in densely deployed WLAN environment, the 

schemes that a centralized controller (CC) allocate the 

channels to APs can outperform the self-channel assignment 

schemes. They are usually applied to the place such as 

universities, companies,  and hot-spot areas of certain service 

provider, where some adjacent APs can be grouped and 

managed by a CC. In [6], APs are treated as vertices of a 

graph, and a single edge of the graph represents potential 

interference induced by a pair of adjacent interfering APs. The 

channel allocation problem is then solved by the graph 

coloring. However, uncontrolled APs in different domain are 

not considered since the CC should be aware of the whole 

network topology to construct an accurate graph. The authors 

in [7] suggested a channel allocation scheme using 

interference measurement results collected from APs and their 

associated clients. While the measured interference is useful 

to monitor the real channel condition, clients may not always 

be permissive to install a new feature to measure the channels 

in their devices. The work in [8] allocates the channel that 

maximizes the utility function which represents the ratio of 

achievable throughput of an AP by the channel monitoring. 

However, in [8], due to the burst and random traffic pattern of 
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neighboring APs, the monitoring overhead to estimate the 

total time that each AP can occupy each channel may be very 

high.  

In this paper, we propose a centralized channel allocation 

scheme which simply estimates the load of each channel by 

using the scan results (i.e., active scan or passive scan results 

[1]) of APs. Since the proposed scheme uses the original 

functions of 802.11 standard without any help from the clients, 

it can be applied to any densely deployed WLAN environment 

without additional consideration. We implement the proposed 

scheme and evaluate its performance based on the experiment 

results. Despite the simplicity of the channel load estimation, 

the proposed scheme outperforms the existing channel 

allocation schemes in [4], [8] as well as a well-known RSSI-

based scheme.  

The remainder of this paper is organized as follows. 

Section II describes the system model and the proposed 

scheme. In Section III, we present the implementation details 

and evaluate the performance of the  proposed scheme. Finally, 

the paper is concluded with Section IV. 

II. CENTRALIZED CHANNEL ALLOCATION SCHEME 

A. System Model and Assumption 

We consider a WLAN system consisting of multiple APs 

managed by a CC. Let   denote a set of these managed APs 

(MAPs) and let   be a set of orthogonal channels that can be 

allocated to the MAPs. Each MAP   can scan any available 

channel   and find out a set of neighboring external APs 

(EAPs) operating on the channel  ,     . The received beacon 

signal (or probe response) strength (in mW) from the EAP   is 

denoted by         . In this paper, we assume that the CC 

knows all of the above information.  

Note that in a large WLAN deployment, we may divide the 

network into several components (e.g., lecture room, 

conference room), to reduce the signal attenuation by wall and 

floor. Our channel allocation scheme can be applied to each 

component. We call this component a “service area” and focus 

on a single service area.  

It is assumed that the signal from an MAP reaches 

anywhere in the service area with enough power so that each 

MAP chooses the different channel to achieve the higher 

channel utilization. Thus, we merely consider the number of 

MAPs which is smaller or equal to the number of available 

channels (i.e., | |  | |). In addition, since downlink traffic 

volume is typically even more dominant than uplink traffic 

volume, we only consider the downlink traffic from EAPs. 

Lastly, we assume that an MAP can achieve the higher 

utilization on the channel where the fewer EAPs operate on.  

Assumptions and considerations in this paper may not lead 

to optimal performance in the certain environment. However 

these can be a reasonable trade-off for feasible implement-

tation, when considering the overhead. 

B. Problem formulation and solving technique 

Since each MAP uses the different channel for the through-

put maximization, channel allocation can be formulated as a 

problem for finding the maximum weight matching on 

bipartite graph. To build the graph,   and   are represented to 

the separate group of vertices. Each vertex   in   is connected 

to any vertex   in   and the edge from vertex   to vertex   has 

a weight of     . This weight, as a metric, represents an 

estimated channel utilization when   is allocated to  . On this 

bipartite graph, the channel allocation problem is solved by 

finding a matching case which maximizes the sum of weights. 

We use the Hungarian method [7] to solve the maximum 

weight matching on the bipartite graph. Since the Hungarian 

method can be applied to a complete bipartite graph, we add 

dummy vertices and edges of zero weight so that both   and   

have the same number of vertices.  

Figure 1, as an example, shows a complete bipartite graph 

which has the groups of vertices   and   and the maximum 

matching as an channel allocation result. 

 

 
Figure 1.  An example of the bipartite graph for the channel assignment  

and the maximum weight matching result which is denoted by  . The matrix 

of      and dummy vertices are denoted by   and               respectively. 

C. Weight Model 

Since we formulate the channel allocation problem as 

finding the maximum weight matching on the bipartite graph, 

the weight on each edge should be modeled. The weight      

should be higher if the fewer EAPs share the channel   with 

the MAP  . To model the weight, we first estimate the 

number of EAPs using the channel  , which are adjacent to 

the MAP  .  

Let us denote the set of EAPs from which the AP   has 

detected the RSSI higher than  , by      
 . When   is the 

threshold of the received signal strength (RSS) to detect a 

busy channel condition (i.e., threshold for clear channel 

assessment) specified in [1] (e.g.,   = -82 dBm for 20 MHz 

channel spacing in OFDM PHY), if an EAP in      
  transmits 

traffic, the AP   regards the channel   as being busy. When 

the MAP   chooses the channel   as its operating channel, the 

MAP   should share the channel   with the EAPs in      
 . 

Thus, the number of EAPs in     
  becomes an important 

factor in modeling     .  

On the other hand, since the stations detecting the RSSI 

higher than   also cannot  access the corresponding channel, 

we also should estimate the number of EAPs giving the RSSI 

higher than   to the stations. Note that, in the proposed 

scheme, only the MAPs scan the channels. Thus,     
  is 

obtained directly from channel scanning of the MAP   but the 

EAPs sharing the channel   with the stations are indirectly 

estimated by using the scan results of MAPs. We consider the 
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worst case that the farthest station   from the MAP   receives 

the RSSI higher than   (see Figure 2). Let   be the average 

RSSI for the same beacon signal that the MAP   is expected 

to receive, when the station   receives the RSSI of  . It is 

noted that   depends on several factors such as not only   but 

also the size and shape of service area and the wireless 

channel characteristics. In the proposed scheme, a set of the 

EAPs sharing the channel   with the stations is given as     
  

(e.g.,   = -88 dBm is used in this paper for the experiment). 

 

 
Figure 2.  An example of the EAP estimation.    and    are the EAPs out of 

the service area.   is a station and others are the MAPs. All the devices in this 

figure operate on the channel  . 

On the other hand, as guessed from Figure 2, although the 

MAP   receives the RSSI higher than   from the EAP   , the 

station   can receive the RSSI lower than   from   . This is 

because the EAPs are determined only by the RSSs from them 

without knowledge on the position of EAP. If all MAPs in 

service area receive the RSSI higher than  , it is highly 

probable that the stations can receive the RSSI higher than  . 

Thus, to improve accuracy, only when all MAPs receive the 

same beacon signal with RSSI higher than  , we regard the 

stations as being affected by the EAP. Let    be a set of EAPs 

which have the possibility to share the channel   with the 

stations. Then,  

 

    ⋂    
   

   

 (1) 

 

When   
  and   

  (     ) denote the average ratio of 

downlink and uplink traffic volume (i.e.,   
    

    for 

each  ) respectively, the number of EAPs sharing the channel 

  with both MAP   and its associated stations can be 

expressed by      as follows. 

 

      |    
 |  

  |  |  
  (2) 

 

We can determine the value of      based on      (   

       ). However, if all the values of      are monotonic, 

there may be more than one matching result. Therefore, to 

obtain a single matching result, we add a small value to each 

     as a second factor, denoted by     .  

For the second factor, we consider the strongest interfering 

EAP with the RSSI lower than  . When the RSSI from this 

EAP to the MAP   on the channel   is denoted by a,cî , 
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(3) 

 

Then, the second factor is set as         ̂   , where   has a 

small value (e.g., 0.001).  

Let      be the sum of the first factor and the second factor, 

i.e.,               . The smaller value of      is more 

preferable in channel selection. However, note that the 

Hungarian method can be applied to get a maximum matching 

for all positive weights. Thus, we should set the larger positive 

     for the smaller     . It is noted that any mapping from      

to      which satisfies this condition can be used. In this paper, 

we take a very simple linear mapping to subtract      from its 

maximum     . 

 

                (4) 

 

III. PERFORMANCE EVALUATION 

In this section, we present the implementation details and 

the experimental results for evaluating the performance of the 

proposed scheme. For the comparison, we also conduct the 

experiment with RSSI-based, ACS [4] and the scheme in [8].  

Note that in the RSSI-based selection scheme, each AP 

selects a channel with the lowest RSSI. In the ACS scheme [4], 

each AP surveys the channels to examine how much 

interference was detected, and then picks the channel with the 

lowest interference. The scheme in [8], the CC allocates the 

channel that maximizes the utility function which represents 

the ratio of achievable throughput of an AP.  

Each scheme spends the same time to monitor or scan a 

channel (i.e., 108ms). For the [8], the number of iteration R is 

set to     (i.e., in [8], R =     was suggested for the best 

performance). 

A. Implementation 

We have implemented the proposed scheme on two 

different entities. The specification of these entities and 

implementation details are as follows. 

1)  Centralized Controller: We implemented the CC on a 

laptop PC powered by Intel i7 CPU with 8G RAM. The CC 

application was written in Java programming language. The 

application worked as a client which requests the channel scan 

and the channel change to each MAP, and communicates with 

each MAP using TCP socket interface. 

2)  Managed AP (MAP): We used OpenWRT [10] frame-

work on TP-Link TL-WDR4300. In each MAP, application 

was written in lua programming language, and worked as a 

server which responds the channel scan result and the channel 

change result. 
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B. Test-bed Environment 

In our indoor test-bed, 4 MAPs are deployed at each corner 

in the large lecture room which has 21.3 x 15.3 meter di-

mension. Each MAP can operate on eight orthogonal channels 

with bandwidth of 20 MHz in 5GHz. A total of 34 EAPs are 

scanned by all the MAPs.  

The transmission power of each MAP is 14 dBm. The 

MAPs and the stations operate in the IEEE 802.11n mode. 

Each MAP has an associated station (i.e., Samsung SM-P600), 

which is 5 meters far away from its associated MAP.  

  
  and   

   (    ) are 0.83, 0.17 and the threshold   and 

  are set to -82 dBm, -88 dBm respectively.  

The experiment measuring the throughput is progressed for 

60 seconds for each scheme, and the measurement is repeated 

30 times. At the beginning of each measurement, each scheme 

executes its channel assignment, and reallocates the channels 

if needed. For the throughput measurement each MAP and its 

associated station transmit 1,500 bytes UDP packets 

continuously in the separate intervals. 

C. Experiment Results 

Figure 3 shows the aggregate system throughput of each 

scheme, which is the total sum throughput in the service area. 

In this figure, we can see the proposed scheme outperforms 

other schemes. The proposed scheme achieves about 65% and 

82% higher performance in the average aggregate throughput 

than ACS and RSSI-based schemes, respectively. Since with 

the ACS and RSSI-based schemes APs often select the 

channel used by other APs, the proposed scheme can achieve 

much higher throughput than these schemes. The scheme in [8] 

could not always allocate the low-loaded channel to MAPs, 

since random and burst traffic generation of neighboring EAP 

may lead to the wrong traffic estimation. Thus, the proposed 

scheme tends to allocate the lower-loaded channels than [8]. 

This results in 10% higher performance. 

 

 
Figure 3.  The average, maximum and minimum of aggregate system 

throughput 

TABLE 1. THE AVERAGE NUMBER OF EAPS ON THE SELECTED CHANNEL OF 

EACH MAP 

RSSI-Based ACS [8] Proposed 

3.6 6.6 8.0 3.7 

 

Next, let us investigate the average number of EAPs on the 

selected channel of each MAP. The fewer EAPs mean the 

lower interference from these EAPs to the corresponding 

MAP. As shown in Table 1, with the proposed scheme, the 

MAPs have the fewer interfering EAPs on their operating 

channels. This results in the higher throughput performance of 

the proposed scheme, as compared with the ACS scheme and 

the scheme in [8]. 

 

 
Figure 4.  The average aggregate throughput with various ratio of uplink and 

downlink volume (  
 :  

 ). 

Finally, in Figure 4, we investigate the influence that the 

ratio of uplink traffic volume and downlink traffic volume 

(i.e.,   
 :    

 ) has on the throughput performance of the 

proposed scheme. In addition, the effect of the second term in 

(2), which is taking account of EAPs with possibility to share 

the channel with the stations, is examined. As shown in Figure 

4, when this factor is included, the throughput performance of 

the proposed scheme is improved, and the effect of the second 

term is more prominent as the ratio of the uplink traffic 

volume increases. From this, it can be driven that the channel 

assessment from the viewpoint of not only the APs but the 

stations is very effective in selecting a good channel. 

IV. CONCLUSION 

In this paper, we have proposed the centralized channel 

allocation scheme considering the uncontrolled neighboring 

APs. Especially, the proposed scheme estimates the channel 

utilization using received beacon signal without any help from 

clients. We have formulated the channel allocation problem as 

graph matching and have designed the weight model based on 

the number of neighboring APs as the metric for the channel 

allocation. Experiments conducted on the test-bed shows that 

the proposed scheme outperforms other compared schemes 

used in this paper. We also have shown the impact of both 

metrics and weight factors on the experiment results. 
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