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Abstract—This paper presents a cost-effective, scalable and energy-efficient cloud resource allocation model for real-time seamless access and processing of monitored body sensor data. In particular, two methods were used to solve the VM resource allocation problem. The first method uses a linear programming (LP) model of quantitatively optimizing VM allocation using cost objectives and constraints on the resource utilization condition, CPU utilization, energy consumption and delay of services. The second approach solves the VM resource allocation problem using different heuristics. We studied existing heuristics and modify them to fit our situation. We tested the workload of body sensor data on Amazon Cloud EC2. Then we create a large simulation scenario and compare our proposed method with other approaches.
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I. INTRODUCTION

Over the past few years, the healthcare expenditure (e.g. pharmaceuticals, hospital services and medical devices) in the world has increased significantly [1]. It is due to the high prevalence of lifestyle diseases including cardiovascular diseases, diabetes, cancer and obesity. Currently, it is an important issue for any Govt. to look for economically sustainable healthcare programs. At the same time, rural and inaccessible areas suffer from a major problem in terms of high patient-to-doctor ratios. However, these two apparently dissimilar problems highlight a common and immediate need for an advanced, scalable and cost-effective pervasive healthcare platform that can benefit both the patients and health professionals by enabling real-time collection, dissemination and analysis of health data at anytime and anywhere.

Currently, there are many developments achieved in several technological and healthcare domains [12]. Body sensor networks (BSNs) are being used in healthcare domains for pervasive continuous monitoring of patients vital sign data for managing chronic conditions and detecting health emergencies. However, efficient management of the large number of monitored data is an important issue for its large scale adoption in pervasive healthcare services [3]. In this aspect, the integration of BSNs and cloud computing (bCloud) is becoming popular yet imposing several technical challenges such as how to design and develop a novel resource allocation model for the bCloud platform for real-time seamless access and processing of monitored BSN data [5]. There are few studies [5-7] related to effective resource allocation to support various BSN services in cloud platform due to the dynamic nature of the BSNs and the range of physiological conditions. Moreover, processing health related media data like image, audio, video along with text data from BSNs require strict QoS guarantee. Therefore, it is not easy for a cloud provider to allocate resources for BSN services in advanced.

In this paper, we formulate the proposed VM resource allocation problem into the multidimensional bin-packing problem, which is NP-complete [5]. Similar to this problem, we consider each virtual machine as an item, and the dimensions as its capacities. The goal is to minimize the number of physical servers to be used to place all Virtual Machines, while considering physical servers’ capacities. To reduce the response time, improve the overall resource utilization and avoid frequent VM migration, we additionally consider three constraints such as processing delay, overall resource utilization and special resource utilization. We further define a mechanism that dynamically determines the optimal threshold value of these constraints. Based on the above considerations, we design a MILP model for optimizing VM allocation into physical servers. We also use various heuristics to generate candidate resource allocation schemes and to choose the best scheme for real VM allocation. Several experiments were carried out to validate the efficiency of our proposed VM resource allocation model in bCloud platform.

The rest of the paper is organized as follows: Section 2 presents the related work. Section 3 presents our VM resource allocation model and heuristics. Section 4 presents experimental results and performance comparisons. Finally, Section 5 concludes the paper.

II. RELATED WORKS

The integration of body sensor networks and cloud computing is getting much attention due to its immense potential. In [11] the authors proposed a framework to realize Healthcare as a Service (HaaS) model, wherein healthcare systems are defined as services in order to secure interoperability. By this model, a device or terminal is used to measure vital signs and transmits them to a virtual cloud environment. One can then check the patient’s health status at anytime and anywhere by accessing the virtual server. In [12] the authors proposed a cloud-based system to automate the
process of collecting patients’ vital data via a network of sensors connected to legacy medical devices, and to deliver the data to a medical centre’s cloud for storage, processing, and distribution. In [13] the authors presented a Mobile Healthcare system prototype based on body sensor network and cloud computing for personalized healthcare monitoring and management. In [14] the authors reported a pervasive cloud initiative called Dhatri, which leveraged the power of cloud computing and wireless technologies to enable physicians to access patient health information at anytime from anywhere.

Many existing efforts [14–18] study various VM resource management techniques for cloud resource management. However, few studies have been conducted related to effective resource allocation to support various BSN services in cloud platform. In [15] the authors proposed an autonomic resource provisioning framework to support real-time processing of vital signs and to acquire context awareness from BSN data. However, none of the above works so far presented provide a comprehensive model of a VM resource allocation for a bCloud platform that is scalable, dynamic, energy-efficient and cost effective.

### III. PROPOSED RESOURCE ALLOCATION MODEL

At first we show the abstract system architecture of a general bCloud platform in Fig. 1. The system is comprised of five main components: body sensors, mobile device, cloud servers, users and display terminals such as Television (TV), personal computer or smart phones.

Such integrated system thus provide various BSN services to different users such as hospitals, clinics, researchers, or even patients ubiquitously by a variety of interfaces such as personal computer, TV and mobile phones. Now the basic concern of a VM allocation is that a physical machine must have enough capacity for hosting the VMs. To reduce the hosting cost, the number of active physical machines needs be minimized. To save energy or power consumption, most power-efficient physical machines need to be selected. To avoid frequent VM migration, certain amount of CPU capacity needs to be preserved as backup resource for handling workload burst. To reduce the response time, the delay of the services needs to be controlled. According to above considerations, we used two methods which are described as follows:

#### A. Linear Programming Model

The input parameters and variables used in the linear programming formulation are presented in Table 1. For an atomic or composite media service $I$ that needs to be allocated, the MILP model is presented in Eq. (1) to (6) as in [5]

\[
\begin{align*}
\sum_{p \in P} x_{pv} &= 1 \quad \forall v \in V \\
\sum_{v \in V} u_{vr} x_{pv} &\leq c_{pr} y_p \quad \forall p \in P, \forall r \in R \\
d_i &\leq T \\
\sum_{v \in V} ruc_{pr} x_{pv} &\leq T_1 \quad \forall p \in P \\
\sum_{v \in V} s_{pr} x_{pv} &\leq T_2 \quad \forall p \in P
\end{align*}
\]

Figure 1. Abstract system architecture of a general bCloud platform

The objective function in (1) aims at minimizing the number of required physical servers. The constraint in (2) guarantees that each virtual machine is mapped to a single physical server. Equation (3) guarantees that the virtual machine demands allocated in each physical server do not overload its capacity. The constraint in (4) guarantees that the processing delay of media service $I$ does not exceed a certain threshold value $T$. Equation (5) is an optional constraint which can help to improve the overall resource utilization. The optional constraint in (6) can reduce the chance of special resource overload and can potentially balance the special resource utilization among all physical servers. Here special resource means that some media applications may give more importance to only CPU than other resources or combinations of any resources.
In this scenario, the constraint in (6) can address to balance the special resource utilization throughout the physical servers. Since the future workload may not be predictable, our objective function in (1) represents the average statistics from time 0 to current time. For the constraints, they should be satisfied at any time when the allocation decision is made. Thus, we did not present the time variable $t$ in those formulas. The optional constraints (5) and (6) are proposed to reduce the searching space for this NP-hard optimization problem. However, the use of these constraints may lead the results to be near-optimal. The definitions and effectiveness of $\text{ruc}_{pv}$, $S_{pv}$ and $d_{f}$ are explained as follows:

**Definition 1**: (media service delay): Given a multimedia service $I = \{v_{1}, v_{2}, ..., v_{n}\}$, we discuss three types of service flow. The first case is for the atomic multimedia service case, where the VMs have no intercommunication with each other. In this case, the constraint on $d_{f}$ can be defined as follows:

$$\sum_{p \in P} d_{pe} x_{pv} \leq T_{v_i} \quad \forall v_i \in I$$

We apply different threshold values for different Virtual Machines ($T_{v_i}$ for $v_i$). For any virtual machine $v_j$ that does not have communication with an external server, the corresponding constraint can be removed. The second scenario is for the composite multimedia service with synchronous integration, where the screen update from $n$ Virtual Machines is synchronized first, and is then transmitted to the user. In this case, the constraint on $d_{f}$ can be denoted as follows:

$$\sum_{p \in P} d_{pe} x_{pv} \leq \min(T_{v_i}) \quad \forall v_i \in I$$

Where $\min(T_{v_i})$ represents the most strict delay constraint among all of the services. Every virtual machine allocation should meet the requirement of $\min(T_{v_i})$, since they are synchronized.

The last case is for the composite multimedia service with sequential composition, where the output of the service running on $v_i$ is the input of the service running on $v_{i+1}$. In this case, the constraint on $d_{f}$ can be specified as follows:

$$\sum_{p \in P} (d_{pe} + d_{i_{p-1}}) x_{pv} \leq T_{v_i} - T_{v_{i-1}}$$

In this case, the delay constraint on allocation is computed by subtracting $T_{v}$ from $T_{i-1}$.

**Definition 2** (Resource utilization and Special Resource condition): Given a media service or application $i$ and a physical machine $j$, let $c_{ij}$, $m_{ij}$, $g_{ij}$, and $b_{ij}$ are the percentages of resource usage regarding CPU, memory, GPU and network bandwidth, respectively. If the application is supported by the VM, then the extra resource consumption of VM, OS and remote server should be also included. Thus, application $i$ and virtual machine $v$ can be used interchangeably. Let $f_{c_{ij}}$, $f_{m_{ij}}$, $f_{g_{ij}}$, and $f_{b_{ij}}$ be the percentages of idle CPU, memory, GPU and network bandwidth resources, respectively, on machine $j$. For any resource, if at least $k$% of free capacity is reserved to buffer the unexpected workload burst, then it would not be counted in the available idle resources. The exact amount of reserved resource is determined by the cloud resource provider by using long term benchmark or short term workload prediction models [32][33]. The media application can be allocated to
that physical machine only if the following condition (10) is met:

\[ c_{ij} \leq f c_{j} & m_{ij} \leq f m_{j} & g_{ij} \leq f g_{j} & b_{ij} \leq f b_{j} \]

After media application \( i \) is allocated on physical machine \( j \), the average percentage of free resource \( \text{AP}_{ij} \) is defined using (11):

\[
\text{AP}_{ij} = \frac{(f c’_{j} + f m’_{j} + f g’_{j} + f b’_{j})}{4}
\]

where,

\[
f c’_{j} = f c_{j} - c_{ij}, f m’_{j} = f m_{j} - m_{ij},
\]

\[
f g’_{j} = f g_{j} - g_{ij}, f b’_{j} = f b_{j} - b_{ij}
\]

For machine \( j \), the resource utilization condition after allocating application \( i \) is denoted as \( \text{ruc}_{ij} \), which is a mean-square value. Using (13), we have defined \( \text{ruc}_{ij} \) in (5) as follows:

\[
\text{ruc}_{ij} = (f c’_{j} - \text{AP}_{ij})^2 + (f m’_{j} - \text{AP}_{ij})^2 + (f g’_{j} - \text{AP}_{ij})^2 + (f b’_{j} - \text{AP}_{ij})^2
\]

We assume that the applications running on a single physical machine share all of the resource capacity in a proportional way. More specifically, application \( i \) will be allocated on physical machine \( j \), which will get \((c_{ij} / (1 - f c’_{j})) \times 100\% \) of the CPU capacity, and same for memory, GPU and bandwidth resources.

As the resources may not be treated equally in multimedia system, constraint (6) is created to address this issue. Let us consider an instance where CPU is more important for processing the multimedia tasks, such as face recognition or data analytics. Regarding application \( i \), the superiority of machine \( j \) is defined as \( s_{ij} \) in (6) by using (14):

\[
s_{ij} = c_{ij} / (c_{ij} / (1 - f c’_{j})) = 1 - f c’_{j}
\]

It turns out that for allocation \( i \) the superiority of machine \( j \) is the percentage of CPU capacity that has been occupied after application \( i \)’s allocation. For other systems where bandwidth or GPU is more important, the definition of \( s_{ij} \) can be modified accordingly. In our MILP formulation, we have three types of threshold: network delay \( T_1 \) in (4), overall resource condition \( T_2 \) in (5), and free resource \( T_2 \) in (6). The delay threshold \( T \) is given by the QoS requirement of each application. Certain amount of special resource capacity should be reserved to handle an unexpected resource burst. Thus, \( T_2 \) will be generated according to the specific QoS requirement, the benchmark or the workload burst prediction regarding each application. The applications that experience frequent special resource bursts may require a small \( T_2 \) value.

### B. Heuristics to Model the VM resource Allocation

The multidimensional bin-packing problem can also be solved using heuristics. Although heuristic solutions will not guarantee an optimal solution, the required time to obtain a feasible solution is much shorter than MILP. We utilize three heuristics like first-fit decreasing (FFD), best-fit decreasing (BFD), and worst fit-decreasing (WFD) and modify them according to the restrictions of the constraints (eq. (1) - (6)). In that heuristics, a lexicographic order is utilized to sort each VM demand. Following the heuristic definitions, the mapping of each VM will then be performed. In the FFD heuristic, the VM will be mapped to the first physical server with available capacity. In case of a BFD heuristic, it will be mapped to the physical server that leaves the least left over space after the mapping between all available physical servers. And for WFD heuristic, it will be mapped to the physical server that leaves the largest left-over space after the mapping between all available physical servers. We adopt these three heuristics to generate candidate VM allocation schemes, and to choose the best scheme for real VM allocation.

### IV. EXPERIMENTAL RESULTS

In this section, we have presented simulation setup description and conducted several experiments to validate the efficiency of our proposed VM allocation approach as done in. We compared our proposed algorithm with three existing algorithms: a load balancing model, a queuing model, and a round-robin allocation [5]. The results include the performance of cost reduction; response time reduction and QoS guarantee. Table 2 shows simulation parameters, where HI, ACU, AMU, APU, ANU represents heterogeneity index, average CPU utilization(%), average memory utilization(%), average GPU utilization(%), and the average network bandwidth utilization(%) respectively. HI, ACU and AMU were retrieved from the Technical University of Berlin (TU-Berlin) workload [8], which are normally used by researchers and students to execute computational experiments. Table 3 specifies the delay settings, where IDC, SDC, IDT and SDT represents the individual delay constraint on atomic BSN service, the sequential delay constraint on adjacent BSN services, the individual delay time on a single server, and the sequential delay time on connected servers respectively.

<table>
<thead>
<tr>
<th>Heterogeneity</th>
<th>Number of traces</th>
<th>HI</th>
<th>ACU</th>
<th>AMU</th>
<th>AGU</th>
<th>ANU</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low</td>
<td>50-200</td>
<td>0.17</td>
<td>25.2%</td>
<td>28.36%</td>
<td>30%</td>
<td>30%</td>
</tr>
<tr>
<td>High</td>
<td>50-200</td>
<td>063</td>
<td>47.28%</td>
<td>48.67%</td>
<td>50%</td>
<td>50%</td>
</tr>
</tbody>
</table>
### Table 3. Details of Delay

<table>
<thead>
<tr>
<th>Heterogeneity</th>
<th>IDC</th>
<th>SDC</th>
<th>IDT</th>
<th>SDT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low</td>
<td>25ms-35ms</td>
<td>25ms-35ms</td>
<td>5ms-30ms</td>
<td>5ms-15ms</td>
</tr>
<tr>
<td>High</td>
<td>15ms-45ms</td>
<td>25ms-45ms</td>
<td>5ms-30ms</td>
<td>5ms-15ms</td>
</tr>
</tbody>
</table>

While allocating the services, two types of allocation schemes are adopted. In large group allocation case, all BSN service requirements are assumed to be generated and submitted at one time. On the other hand, small group allocation allows only 1-5 media service requests submission. When the current allocation is done, the following 1-5 media service requests will be created. In both cases, each group of composite media services contains 1-5 services, which can be atomic, synchronous or sequential.

### A. Cost Optimization

Several sets of experiments were conducted in the simulation. Firstly, we adopted different request patterns of media services/applications in the experiment (i.e. large/small media service group at Low/high heterogeneous environment) to measure the cost optimization capability. The number of media requests was fixed to 100.

![Figure 2. Cost optimization in small task group at low heterogeneity environment](image2)

![Figure 3. Cost optimization in small task group at high heterogeneity environment](image3)

![Figure 4. Cost optimization in small task group at low heterogeneity environment](image4)

![Figure 5. Cost optimization in small task group at high heterogeneity environment](image5)

In Fig. 3, we present the results retrieved from the large task group and high heterogeneity environment. Due to the resource utilization condition threshold, our proposed approach outperforms existing algorithms by avoiding overuse of any resource.
B. Scalability of the Proposed Approach

Fig. 6 shows the results of the scalability test. When the total number of service requests equal 50, the performance of our proposed approach was slightly better than that of the load balancing method. By increasing the workload, a significant difference can be found in the graph. Compared with the load balancing method, our proposed approach demonstrates better scalability. The queuing method and the round-robin method have obvious drawbacks regarding scalability.

Figure 6. Scalability Test Results

V. CONCLUSIONS

This paper presents a VM resource allocation model that dynamically utilizes VM resources to satisfy QoS requirements of bCloud services or applications. In order to do VM resource allocation effectively, we have presented a MILP model, as well as heuristics. Performance comparisons show that our resource management/allocation approach performs very competitively while satisfying users’ QoS demand. As for the future works, we would incorporate internal VM resource demand as a part of the future work. We believe that our proposed allocation approach can adapt such settings.
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