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for Leen with the number of key-value pairs set to 2 million 

and 3 million; and for NoLFA with the key-value pairs set to 2 

million and 3 million, accordingly. X-axis shows the average 

percent network traffic overhead caused in each instance of 

experiment. Y-axis shows different partitioning techniques 

used in the model experiments. The top bottom blue bar 

shows the case when the number of key-values pairs to be 

processed is 3 million, whereas the top red bar represent the 

case of 2 million key-value pairs to be processed, accordingly. 

The results shows that the network overhead increases as the 

amount of data need to be processed increases in each 

instance of experiment. 

With the above reasoning, we claim that it is clear that 

capacity awareness play an important role in selection of the 

partitioning different keys to different nodes in the cluster, 

and has a positive influence on the overall performance and 

near optimal utilization of the cluster. 

VI. RELATED WORK 

Previous work aiming to improve the performance of 

MapReduce system achieved the desired goal through 

various approaches including reduction of network cramming 

by inserting partial data awareness into the shuffle phase, 

skew mitigation, replica awareness, and network awareness. 

Authors in [18] proposed two schemes of pre-fetching and 

pre-shuffling for communal MapReduce environments. 

Pre-fetching use data locality and assign tasks to nearest node 

to the data block, whereas pre-shuffling reduce network 

overhead of slouching the key-value pairs. Our scheme 

NoLFA decouple the mapper and reducer tasks and scan over 

the keys frequency table generated upon execution of map 

phase and cross reference it with the capacity table created 

after executing the sample jobs on the nodes in the cluster to 

achieve the goal of partial balanced reduce tasks throughout 

the cluster. ShuffleWatcher [19] proposed a multi-tenant 

Hadoop scheduler that tries to curtail the network traffic in 

shuffle phase while maintaining the particular fairness 

constraints of the system. The working principle of the 

ShuffleWatcher is on the basis of the following three steps. 

First, it limit the intra-job map shuffle according to the 

network traffic load. Second, it auspiciously apportion the 

map tasks to localize the intermediate data. Finally, it exploit 

the confined intermediate data and delayed shuffle to reduce 

the network traffic in shuffle phase by favorably scheduling 

reduce tasks in nodes crofting the intermediate data. Unlike 

ShuffleWatcher, NoLFA take the capacity information of 

each node in the cluster whereas distributing the tasks which 

is very helpful in case of the heterogeneity in the cluster. 

EC-Cache [20] introduced a load-balanced, low latency 

cluster cache via erasure coding to overawed the inadequacy 

of selective replication. It employs erasure coding through 

two principles. First, by splitting and erasure coding 

individual objects during writes. Second, late binding. These 

led to improving load-balancing in the system.  Tang et al. 

proposed a sampling evaluation to solve the problems of 

partitioning skew and intermediate data locality for the 

reduce tasks called Minimum Transmission Cost Reduce 

Task Scheduler [21] (MTCRS). They used communication 

cost and waiting time of each reduce task as heuristic whereas 

deciding which task to assign to which node in the cluster. 

Their scheduling algorithm used Average Reservoir Sampling 

for the spawning of parameter sizes, and location of 

intermediate data partitions for their rummage-sale 

mathematical estimation model. On the other hand, NoLFA 

used Random Sampling.  

Transferring data over the network is costly and causes 

performance degradation more severely in federated clusters. 

Kondikoppa et al. [22] introduced a network-aware 

scheduling algorithm for Hadoop system which work in 

federated clusters, improving the map tasks scheduling and 

 
Fig. 7.  Normalized execution time with NoFLA as base for normalization. 

 
Fig. 8.  Average performance gain of Hadoop, Leen, and NoLFA. Results are 

normalized according the number of key-value pairs processed by each 

scheme accordingly.  

 
Fig. 9.  Percent Network Traffic Overhead vs Numbers of Key-value pairs. 

The upper red bars shows the value for 2 million key-value pairs while the 

lower blue bar show it for 3 million key-value pairs to process.  
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consequently tries to abate the network traffic overhead 

leading to improved performance gain. NoLFA has different 

approach of decoupling the map and reduce tasks and 

routinize the keys-capacity frequency table to achieve the 

specified goal. Locality Aware Reduce Scheduling (LARS) 

[23] abate data transfer in their proposed grid-enabled 

MapReduce framework. Due to heterogeneity awareness of 

nodes in the grid, the map data size varies leading to assigning 

map tasks associated with different data size to different 

worker nodes according to their computation power. The 

LARS algorithm will select the nodes with largest region size 

of the intermediate data to be the destination for the reduce 

tasks. NoLFA achieve the desired goal with the 

frequency-capacity table.  

Another concern is the partitioning skew that ascends due 

to an unstable distribution of map output across nodes, 

causing a massive size of data input for some reduce tasks 

while lesser for others. Centre-of-Gravity (CoG) [24] reduce 

scheduling add locality and skew cognizance to the scheduler. 

They allocates the reduce tasks to nodes nearer to nodes 

creating the intermediate data for that listed reduce tasks. 

SkewReduce [25] was proposed with the intention to dazed 

the computation skew in MapReduce systems where the 

partition run time depends on the data values as well as input 

size. It uses a user defined cost function based optimizer to 

regulate the partitioning parameterization of input data to 

curtail the computational skew. NoLFA only consider the 

case where the computational time of an input partition 

depends upon the input data size rather than both. LEEN [13] 

attenuates the partitioning skew and minimalize the transfer of 

data using network through load balancing of the data 

distribution among the nodes in the cluster. It also improve 

the data locality of MapReduce tasks in the process. Unlike 

LEEN, NoLFA work in heterogeneous environment as well 

through our capacity awareness algorithm. Chen el al. [26] 

proposed Dynamic Smart Speculative technique to alleviate 

the problems with default speculation implementation like 

skew, indecorous phase percentage configuration and 

asynchronous twitch of certain tasks with the cost of 

degradation of performance for batch jobs. Whereas 

FP-Hadoop [27] introduces a new phase called intermediate 

reduce (IR) to parallelize the reduce task to efficiently tackle 

the reduce data skew problem. IR process the blocks of 

intermediate data in parallel. NoLFA has a different approach 

of decoupling the mappers and reducers tasks as introduced in 

our previous work [28]. 

 

VII. CONCLUSION 

Hadoop affords simplified implementation of MapReduce 

framework, but its design stances challenges to attain best 

performance in application execution due to tightly coupled 

shuffle, obstinate scheduling and partitioning skew. In this 

paper, we developed an algorithm which takes node 

capabilities as heuristics to achieve better trade-off between 

locality and fairness in the Hadoop MapReduce system. It 

effectively improves the data locality and by comparing with 

the default Hadoop’s partitioning algorithm and Leen 

partitioning algorithm, on the average our approach achieves 

better performance gain and outperform both of the 

previously mentioned partitioning schemes. 
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