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Abstract—Wi-Fi fingerprint-based localization systems are 

widely used for indoor localization as it only needs Wi-Fi network 

infrastructure that exists almost everywhere nowadays. However, 

it can be vulnerable to environmental change if Wi-Fi 

fingerprint-based localization system uses fixed Wi-Fi fingerprint 

database as training dataset and has no method for updating 

training dataset. In this paper, we propose AR-WFL system 

including update phase that can reflect environmental change 

periodically and prevent performance degradation. The proposed 

AR-WFL system is based on crowdsourcing and no dedicated 

annotator exists. In addition, we adopt active learning scheme 

with uncertainty selective sampling algorithm to maximize 

cost-efficiency of the update phase. We evaluate the performance 

of the update phase as location estimation accuracy using a 

dataset we collected for 2 months. It shows that average accuracy 

is increased by 1.83%p using update phase with uncertainty 

sampling algorithm compared with the system without an update 

phase. 
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I. INTRODUCTION 

Recently, context-awareness is noted in many areas like 

security and healthcare. People spend most of their time in the 

indoor environment [1] and indoor localization inevitably 

becoming one of the key technologies to build a 

context-awareness system. For about two decades, many indoor 

localization systems have been researched based on Wi-Fi 

fingerprint since Wi-Fi fingerprint-based localization(WFL) 

system has been introduced in [2]. According to [3], research 

topics can be divided in two aspects, one is for higher accuracy, 

the other is to efficiently deploy the system. In this paper, we 
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focus on the latter aspect, especially the method that keeps 

Wi-Fi fingerprint database up-to-date. 

The performance of WFL system mainly depends on Wi-Fi 

fingerprint database. However, Wi-Fi fingerprint database is 

fixed at the time it was firstly constructed in traditional systems. 

As a result, the database cannot reflect the environmental 

changes of Wi-Fi infrastructure, arrangement of furniture and 

so on. Thus, accuracy of location estimation decreased as time 

goes by. To address this issue, database update method that can 

reflect recent Wi-Fi fingerprint is very necessary. According to 

[3], Wi-Fi fingerprint database update method can be divided in 

two ways, using additional infrastructure and not using it. 

Additional infrastructure-based update methods may cost a lot 

because they need pre-installed infrastructure like sensor 

networks. Meanwhile, infrastructure-less update systems don’t 

need additional infrastructure but need users’ help to annotate 

the unlabeled Wi-Fi fingerprint data. 

In this paper, we propose aging-resistant WFL (AR-WFL) 

system that uses crowdsourcing scheme. Designing the 

AR-WFL system with only Wi-Fi fingerprint is quite 

challenging for the following reason. To update Wi-Fi 

fingerprint database, the system needs labeled Wi-Fi 

fingerprint data from a human annotator. In 

crowdsourcing-based system, a label of Wi-Fi fingerprint 

should be obtained by querying to users who are not dedicated 

annotators. To reduce user intervention for labeling, the system 

needs to minimize the number of queries and it also prevent the 

performance degradation at the same time. 

To address these challenge, we designed AR-WFL system 

based on selective sampling manager and active query manager. 

Selective sampling manager selects samples based on a 

pool-based selective sampling algorithm [4]. A pool 

accumulates Wi-Fi fingerprints from users’ online query for 

location estimation. Active query manager gives a user a 

labeling query to obtain a label for a location. This manager 

monitors all online queries from users. When Wi-Fi fingerprint 

of online query is similar to one of the Wi-Fi fingerprint in the 

pool, the manager immediately queries a label to the user. If the 

user responds current his/her location, system can obtain 

reliable label. We describe these components in section 3, more 

detail. 

We evaluate the performance of the proposed AR-WFL 

system using 2-month data. To evaluate aging-resistance 

characteristic, we show how far location estimation accuracy is  
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Fig. 1. The floor plan of a target building 

 

increased when using our AR-WFL system compared with the 

system uses no update method. The result is that when using 

active learning with uncertainty sampling algorithm for kNN 

(Nearest Neighbor), the average location estimation accuracy is 

increased by 1.83%p. 

The rest of this paper consists of as follows. In section 2, we 

describe our dataset, kNN classifier to be used in performance 

evaluation, and preliminary experimental result about aging 

problem. The proposed AR-WFL system and selective 

sampling algorithms are describes in section 3 and 4, 

respectively. Section 5 shows the result of performance 

evaluation about the AR-WFL system. Related works are 

described in section 6 and our conclusion is drawn in Section 7. 

II. PRELIMINARIES 

A. Dataset 

Wi-Fi fingerprint data was collected in a building as depicted 

in figure 1. We developed an android application that uses the 

getScanResult method in WiFiManager class. The device we 

used for data collection is Samsung Galaxy S4. 

The office has 14 conference rooms but only 8 rooms are 

accessible. Room 254, 255, 256, 265, 266, 271 are about 3x5 

meters, room 269 is about 6x5 meters, and room 252 is about 

8x6 meters. The period of data collection is from August 29th to 

October 28th in 2016 and we collected the data two or three 

times a week. Thus total number of collected days is 19 

(DS0829~DS1028). To cover the multiple reference points in a 

room, data was collected in a center, along the wall, and some 

arbitrary points in a room. The average number of samples is 

405 per each day and 53 per each room. 

B. kNN classifier 

The kNN classifier has been widely used for WFL systems 

since it utilized in [2]. It is a simple classifier but the 

performance is comparable, especially when the number 

training samples is not enough for statistic modeling. The kNN 

classifier can be expressed like following equation. 

 
 

(1) 

where (x) is a set of k neighbors closest to x. It selects k closest 

samples called nearest neighbors and classify the test sample x  

 
Fig. 2. Change of positioning accuracy over time. DS0829 is used for 

training dataset. 
 

into a class yp that is majority in (x). Minkovski or 

mahalanobis distance metric is generally used to figure out the 

nearest neighbors. We used kNN classifier with euclidean 

distance for the proposed AR-WFL system. 

C. Aging of Wi-Fi fingerprint database 

Most of WFL systems are supervised learning-based system. 

Thus, Wi-Fi fingerprint (WF) database should be constructed 

before system deployment as a training dataset. As expanding 

Wi-Fi infrastructure, private APs or Wi-Fi hotspots on 

smartphone can be included in Wi-Fi fingerprint. Additionally, 

arrangement of furniture of target building can also be changed. 

WF database cannot accept these environmental changes 

without a database update mechanism. In our preliminary 

experiment, we observed that accuracy of location estimation is 

decreased over time like figure 2. We define this phenomenon 

as the aging of WF database. 

III. SYSTEM ARCHITECTURE 

To resolve the aging problem of WF database mentioned in 

section 2, the database must be updated periodically. As with 

the initial database construction, labeled Wi-Fi fingerprints are 

needed to update WF database. However, updating WF 

database leads to an increase in labor cost due to a dedicated 

annotator. To address the issue, we designed 

crowdsourcing-based AR-WFL system using continuous active 

learning. 

  Continuous active learning is defined as periodically updating 

the WF database according to the active learning scheme [4]. 

Active learning is a method to query a label to a human by 

selective sampling algorithm. Selective sampling algorithm 

which is core of active learning selects the target samples that 

will be queried to a human annotator. 

We designed AR-WFL system based on continuous active 

learning which consists of offline phase, online phase, and 

update phase as depicted in figure 3. Both online phase and 

offline phase is similar to traditional WFL system except for 

storing collection time of Wi-Fi fingerprint t. Update phase 

consists of three components, Selective Sampling Pool (SS 

Pool), Selective Sampling Manager (SSM), and Active Query 

Manager (AQM). 
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Fig. 3. Proposed aging-resistant WFL system architecture. 

 

SS Pool stores Wi-Fi fingerprints collected from users via 

crowdsourcing. The Wi-Fi fingerprints collected from the user 

are unlabeled data and recorded together with time t. 

SSM analyzes the data accumulated in the SS Pool during the 

period τ and samples the data to request labeling to the users. 

The period τ can be changed according to the service 

environment and it is set as 1 day in this paper. The SSM selects 

only parts of the data in the SS Pool and passes them to the 

AQM. The AQM eventually requests labeling for those 

selected data to the users. Selective sampling strategy of SSM is 

very important because it affects both user convenience and 

update performance. In this paper, we propose an uncertainty 

sampling algorithm for kNN. We will describe the proposed 

algorithm in detail in section 4. 

AQM queries the labels of Wi-Fi fingerprints selected by the 

SSM to the users. However, AQM cannot get accurate location 

labels because Wi-Fi fingerprints are difficult for human to see 

and understand their meaning like figure 4. To address this 

issue, AQM stores the selected Wi-Fi fingerprints in the AQ 

Pool and monitors the Wi-Fi fingerprints queried from users. 

When a queried Wi-Fi fingerprint of a user is highly similar to 

one of the Wi-Fi fingerprints in the AQ Pool, the AQM requests 

labeling for that fingerprint to the user. If the user immediately 

responds to his or her location as a label, AQM can get an 

accurate label and update the Wi-Fi fingerprint database. 
The overall flow of the update phase can be represented by the 

Continuous Active Learning (CAL) algorithm. The inputs of 

the CAL algorithm are the unlabeled Wi-Fi fingerprint data  

(i>=2) accumulated in the SS Pool, the model θ1 learned 

through the Wi-Fi fingerprint database X1 constructed in the 

offline phase. At first, CAL algorithm selects  

through selective sampling algorithm. Second, AQM makes 

active queries to the users to get labels for . After getting 

labels for , labeled Wi-Fi fingerprints  is created. Finally, 

the system can add the labeled fingerprint data to an existing 

database and create a re-learned model  based on it. Through 

the CAL algorithm, the Wi-Fi environment changed every 

period τ can be reflected to the database. 

 

 

 
Fig. 4. A problem of labeling Wi-Fi fingerprint by a human annotator 

 

 
 

  On the other hand, the update phase may consist of a Naïve 

Incremental Learning (NIL) algorithm. The NIL algorithm first 

classifies unlabeled Wi-Fi fingerprint data   based on 

the current model  and obtains corresponding labels . 

The process of updating an existing database using labeled 

fingerprints is the same as the CAL. Although the NIL 

algorithm has the advantage of updating the database without 

the users’ help, it is difficult to expect higher performance than 

the CAL algorithm because it depends on classification result 

based on WF database. As a result, the labels of NIL is likely to 

bound to WF database and NIL would only adapt minor change 

of environments. Performance evaluation for NIL is described 

in section 5. 

  

 

IV. PROPOSED SELECTIVE SAMPLING ALGORITHM 

   The selective sampling algorithm has been used mainly in 

image recognition, image retrieval, and natural language 

processing [6-8]. However, it is the first time to apply the 

selective sampling algorithm to indoor localization systems 

based on kNN classifier to the best of our knowledge.  

In the proposed AR-WFL system, the core operation of the 

SSM component is processed through the selective sampling 

algorithm. The output of selective sampling algorithm is used 

to query the labels to the users. To minimize the labeling cost, 

the number of queries must be minimized, but for aging 

resistant system, the more labeled data collected in recent 

environments could lead to the better the performance. 

Therefore, we should find a selective sampling algorithm that 

can achieve maximal performance with lowest number of 

queries.  

[Continuous Active Learning] 
Input : ,   
Output :  
Algorithm : 
1.   

2.   

3.   

4.     

5.  Return  

[Naïve Incremental Learning] 
Input : ,   
Output :  
Algorithm : 
1.   

2.   

3.   

4.  Return  
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In this section, we describe uncertainty sampling for kNN 

algorithm newly designed for kNN classifier. This is extended 

version of previous uncertainty sampling for nearest neighbor 

(NN) referred to [8]. 

Uncertainty Sampling for NN (US_NN) algorithm calculates 

the uncertainty of samples and preferentially selects samples 

with high uncertainty. Uncertainty can be calculated based on 

least confident, margin, or entropy metric [5]. However, these 

uncertainty metrics are difficult to apply to the nearest neighbor 

(NN) classifier, which is a deterministic classifier since they are 

based on stochastic modeling techniques. The uncertainty 

metric for NN classifier has been defined in [7] as followings. 

 

 , 

. 

(2) 

where Y is a set of all classes, δ is a distance algorithm, and S is 

a set of all samples of class y. The function (2) is an 

entropy-based uncertainty function and does not use Bayesian 

probabilistic likelihood, but use distance-based likelihood. 

Likelihood P(y|x) in function (2) means ratio of distance 

between a sample x and corresponding nearest neighbor in class 

y to sum of distances ). The  is a distance 

between a sample x and nearest neighbor in class yi.  

Uncertainty Sampling for kNN (US_kNN) algorithm is 

similar to the US_NN algorithm except that it considers k 

nearest neighbors. Since the US_NN algorithm considers only 

closest samples for each class, the effect of outliers can be 

significant. We designed US_k-NN algorithm to overcome the 

problem of US_NN algorithm. 

The US_k-NN algorithm is basically similar to the function 

(2). The difference is that US_kNN algorithm considers all 

class candidates that can be classified as class y in kNN 

classifier to calculate the distance dy. The kNN classifier 

classifies the sample x as a class y, if the majority of the labels 

of k closest samples with x are y. The function I(Y, k, y) in (3) 

outputs a set of all class candidates, YC.  

where Y is a set of all classes, , and  is an 

extractor that outputs |Y|  combinations with repetition from a 

set Y-{y}. 

Now, we can calculate dy through the Distance of kNN 

Candidates (DKC) algorithm including function (3). The dy is 

the average of dKC which is the average of k distances 

{ . For each distance , it represents 

the distance between the sample x and the closest sample x′ with 

one of the label yi in YC. Because one or more labels in YC are 

the same, we need the function (4) that is able to compute the 

distance between the sample x and the α-th closest sample with 

label y. 

 
(4) 

where δ is a distance algorithm, S is a set of all samples in a 

class y, and minα(∙) is the function that outputs α-th minimum 

value. 

After getting dKC with the number of |YC|, we can get dy by 

averaging out the all dKC for kNN candidates.  

 

 

V. EMPIRICAL EVALUATION 

In this section, we evaluate the performance of the proposed 

AR-WFL system using the dataset described in section 2. Two 

update algorithms are evaluated in detail; Naive Incremental 

Learning (NIL) and Active Learning with uncertainty sampling 

for kNN (AL_US_kNN). We used the first dataset, DS0829, as 

a Wi-Fi fingerprint database and others are used for test 

datasets. Classification algorithm is kNN and scikit-learn 

library in python is used for evaluation. We evaluate the 

performance by comparing accuracy of room-level 

classification. 

where S is all test samples, Sr is a subset of S whose samples are 

labeled with a room r, and correct(Sr) is a subset of Sr whose 

samples are predicted as a room r. 

The proposed continuous active learning system is a 

crowdsourcing based system and aims to improve the 

performance while minimizing the number of active queries. 

Thus, we checked the change of performance varying the 

number of samples selected through the selective sampling 

algorithms. The number of samples selected from the selective 

sampling algorithm is varied from 10 to 200 in units of 10. We 

limited the number of samples to 200 because the minimum 

number of samples in our collected datasets is 200. 

Figure 5 shows the positioning accuracy according to the 

number of samples of active query for AL_US_kNN algorithm. 

The y-axis of the chart represents the average accuracy for the 

all test data from DS0831 to DS1028. There are 3 highest 

accuracies in the chart; (60, 94.38%), (170, 94.41%), and (200, 

 

(3) 

 

(5) 

[DKC algorithm] 
Input : (x, y, k, Y) 
Output : dy 
Algo: 
1.   Yc I(Y, k, y) 
2.   sumy = 0 
3.   For {y0,…,yk-1} in YC: 
4.       For i = 0 to k-1: 
5.           C(yi) = 0 //initialization 
6.       sumKC = 0 
7.       For yi in {y0,…,yk-1} : 
8.           sumKC = sumKC + kMinDist(x, yi, C(yi)) 
9.           C(yi) = C(yi) + 1 
10.     dKC = sumKC / k 
11.     sumy = sumy + dKC 
12.  dy = dKC /|YC| 
13.  return dy 
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Fig. 5. Positioning accuracy of AL_US_kNN according to the number of 

active queries. 

 

94.38%). Although maximum accuracy is when the number of 

samples queried is 170, we must consider the usability which 

means user intervention. The lower queries, the better usability 

so it would be more reasonable that we choose the number of 

queries as 60. 

For performance comparison, we also evaluated the NIL and 

the case that update module is not be applied called NoUpdate. 

As shown in figure 6, for NoUpdate, the maximum accuracy is 

97.53% for DS0919 and the average accuracy is 92.55%. For 

NIL, the maximum accuracy is 99.04% for DS0929 and the 

average accuracy is 93.30%. For AL_US_kNN, the maximum 

accuracy is 98.53% for DS0929 and the average accuracy is 

94.38%. 

NIL, the easiest way to think about database updates, is a 

fully automated method that does not require user participation. 

When the NIL technique was applied, the average accuracy 

increased by 0.75%p compared to NoUpdate. This shows that 

the NIL method can mitigate the performance degradation due 

to aging of the Wi-Fi fingerprint database.  

Active learning method, AL_US_kNN, achieved the higher 

average accuracy than NIL. When the AL_US_kNN technique 

was applied, the average accuracy increased by 1.83%p 

compared to NoUpdate when the number of samples queried 60. 

It demonstrates that crowdsourcing based AR-WFL system 

using selective sampling algorithm can cope with the aging 

problem more efficiently in terms of accuracy than NIL 

method. 

VI. RELATED WORKS 

Wi-Fi fingerprint-based indoor localization technology has 

been continuously studied for about 20 years, starting with 

RADAR [2]. RADAR is the first supervised learning based 

WFL system that collects signal strength from 3 base stations, 

builds WF database, and estimates the location with kNN 

classifier.  

Since RADAR, various WFL systems have been studied. 

According to [3], the study of WFL systems can be divided into 

two categories, one for high accuracy and the other for efficient 

deployment. For higher accuracy, [9] analyzed the wireless 

channel characteristics with temporal variation and spatial 

variation, [10-13] uses feature selection methods based on 

constancy, strength, or coverage of public Wi-Fi APs, and [14]  

 
Fig. 6. Comparison of positioning accuracy for each test data with 

NoUpdate, NIL, and AL_US_kNN. The number of samples actively 

queried of AL_US_kNN is 60. 
 

analyzed probability distribution of Wi-Fi fingerprint database 

called IGDG (Improved Double-peak Gaussian Distribution). 

For efficient deployment, researches which are to reduce the 

site-survey for Wi-Fi fingerprint database [15-19], and  keeping 

WF database up-to-date [20-23] have been conducted. Wi-Fi 

fingerprint database is constructed and updated based on the 

data collected by a person who walks around the building. This 

causes an increase of labor costs and a decrease of efficiency to 

build and manage the WFL system. Therefore, these studies 

aim to design an automated system that minimizes human 

intervention.  

For keeping database up-to-date, [20] proposed LeManCoR 

system based on manifold co-regularization, [21] proposed the 

WFL system with dead reckoning that can minimize the 

reference points to be labeled by a human annotator. [22] 

proposed a crowdsourcing-based system, which assumes that 

users have a navigation solution called T-PN. T-PN operates 

based on inertial sensors and provides LLH (latitude, longing, 

height) information. The system automatically updates the 

Wi-Fi fingerprint database if it detects the difference between 

user’s current Wi-Fi fingerprint and that of the database 

although LLH is the same within thresholds. This system has 

the advantage of enabling database update without user's active 

participation, but it could be a limitation that system depends on 

T-PN solution. [23] proposed the automated system to update 

Wi-Fi fingerprint database by continuously tracking changes in 

signal strength using wireless sensor network (WSN). This 

system can automatically collect the labeled Wi-Fi fingerprint 

data based on WSN which sensors are pre-installed in fixed 

locations. Thus it has the advantage of instantly reflecting the 

change of Wi-Fi environment but disadvantage of being 

required the additional infra, WSN. 

  The active learning technique used in this paper has been 

studied in the field of machine learning. According to [4], 

active learning techniques have been studied for probabilistic 

classifiers and non-probabilistic classifiers. In particular, [7] 

proposed a selective sampling algorithm for NN classifier, 

which is a non-probabilistic classifier. 

Active learning techniques are designed to solve the problem 

that many unlabeled data exist but obtaining labels of them are 

expensive. Since the WFL system is difficult to acquire labeled 

data, it is considered that the active learning scheme is 

applicable to the WFL system. There are no previous works to 
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apply the active learning scheme to the WFL system to the best 

of our knowledge. 

VII. CONCLUSION 

  In this paper, we proposed AR-WFL system with 

continuous active learning to solve the aging problem in WFL 

system. The AR-WFL system is a crowdsourcing-based system 

that does not assume a dedicated annotator. We applied 

selective sampling algorithms to minimize user participation 

for updating Wi-Fi fingerprint database. For the performance 

evaluation of the AR-WFL system, 19 datasets were collected 

for 2 months in a target building with 8 rooms. Based on the 

collected data, uncertainty sampling for k-NN algorithm were 

implemented to compare the accuracy of location estimation. 

As a result, it showed that average accuracy is increase by 

1.83%p compared with NoUpdate. 
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