A YOLO-based Separation of Touching-Pigs for Smart Pig Farm Applications
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Abstract—For specific livestock such as pigs in a pigsty, many surveillance applications have been reported to consider their health for efficient livestock management. For pig surveillance applications, separating touching-pigs in real-time is an important issue for a final goal of 24-hour tracking of individual pigs. Although convolutional neural network (CNN)-based instance segmentation techniques can be applied to this separation problem, their collective performance of accuracy-time may not satisfy the required performance. In this study, we improve the collective performance of accuracy-time by combining the fastest CNN-based object detection technique (i.e., You Only Look Once, YOLO) with image processing techniques. We first apply image processing techniques to detect touching-pigs by using both infrared and depth information acquired from an Intel RealSense camera, then apply YOLO to separate the touching-pigs. Especially, in using YOLO as an object detector, we consider the target object as the boundary region of the touching-pigs, rather than the individual pigs of the touching-pigs. Finally, we apply image processing techniques to determine the final boundary line from the YOLO output. Our experimental results show that this method is effective to separate touching-pigs in terms of the collective performance of accuracy-time, compared to the recently reported CNN-based instance segmentation technique.
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I. INTRODUCTION

Early detection and management of problems related to health and welfare is important when caring for group-housed livestock. In particular, the care of individual animals is necessary to minimize potential damage caused by infectious disease or other health and welfare problems. However, it is almost impossible for a small number of farm workers to care for individual animals in a large livestock farm.

Several studies have recently used surveillance techniques to automatically monitor livestock [1]-[4]. In this study, we focus on video-based pig monitoring applications with an Intel RealSense camera [5]. Although the top-view sensor can provide both infrared and depth information, the depth information acquired from the low-cost sensor is inaccurate, compared to the infrared information. Therefore, we need to apply image processing techniques carefully in using both infrared and depth information in order to separate touching-pigs in a crowded room accurately.

Recently, many deep learning-based techniques [6] have been reported to solve various computer vision applications, such as image classification [7], object detection [8], semantic segmentation [9], and even instance segmentation [10]. In fact, segmentation is one of the most challenging problems in computer vision applications. Especially, because the appearance of each pig in the crowded pig room is similar, the accuracy of instance segmentation with current segmentation techniques is not satisfied. For example, Mask R-CNN [10] has been recently proposed as a CNN-based instance segmentation technique, and widely used for various computer vision applications [11]-[13]. As shown in Figure 1, however, the accuracy of segmentation with Mask R-CNN may not be satisfied (i.e., some pigs are totally missed). Furthermore, even with GPUs, the execution time of Mask R-CNN cannot satisfy the real-time requirement of 30 frames per second (fps), which is very important in 24-hour continuous pig monitoring. Finally, preparing the learning data for instance segmentation is very time consuming because we need to specify all the boundary pixels of touching-pigs.

(a) The result of semantic segmentation (i.e., pig detection)
In this study, we propose an **accurate** and **real-time** method to separate touching-pigs. We first apply image processing techniques to detect touching-pigs by using both infrared and depth information acquired from an Intel RealSense camera, then apply YOLO (i.e., one of the fastest CNN-based object detection techniques) [8] to separate the touching-pigs. Especially, in using YOLO as an object detector, we consider the **target object** to be detected as the “boundary region of the touching-pigs,” rather than the “individual pigs of the touching-pigs.” Also, compared to “instance segmentation,” preparing the learning data for YOLO-based “object detection” (i.e., specifying only the bounding box of each touching boundary) is less time consuming, and thus we can prepare more learning data for YOLO under the same preparation time. Finally, we apply image processing techniques to determine the final boundary line from the YOLO output.

In the following, we use the term **segmentation** and **separation** interchangeably, and the remainder of this paper is structured as follows. Section 2 explains background of this study, and Section 3 describes the proposed method to separate touching-pigs in the crowded pig room. The experimental results are presented in Section 4, and the conclusions are presented in Section 5.

### II. BACKGROUND

The present study contributes to our final goal of 24-h automatic pig behavior analysis by focusing on identifying individual pigs based on pig separation. Previous studies performed segmenting and tracking [14], [15], but the mean times between tracking failures were less than a few minutes. Clearly, typical tracking algorithms can segment and track each isolated moving pig correctly. When multiple moving pigs are very close to each other (i.e., we designate these adjacent “moving” pigs as **touching-pigs**), and the tracking algorithms cannot identify each pig, and thus tracking failures occur. Furthermore, the higher the pig room density, the more difficult it will be to segment the pigs in the room [16]. Therefore, the key problem when segmenting and tracking individual pigs continuously during automatic analysis of pig behavior is to separate touching-pigs in a crowded environment without ID switch.
As explained in Section 1, we consider a low-cost depth camera Intel RealSense. However, the accuracy of the depth data measured by the low-cost camera decreases quadratically as the distance increases [17]. Also, it is not easy to detect pigs accurately from the infrared image due to light fluctuations, cluttered backgrounds, varying surface status of each pig caused by manure, etc. Considering these difficulties, it is very challenging to separate individual pigs using the low-cost camera.

For example, Figure 2a and Figure 2b respectively show a depth image and an infrared image acquired from an Intel RealSense camera. We can clearly see the difference between the two gray images. Also, the results of binarization such as Otsu [18] cannot be used directly for pig detection, as shown in Figure 2c and Figure 2d. By carefully utilizing both images as well as balancing image processing techniques and the fastest CNN-based object detection technique (i.e., YOLO), we can separate touching-pigs accurately in real-time. To the best of our knowledge, this is the first YOLO report on considering the target object to be detected as the “boundary region of a group object,” rather than the “individual objects of a group object.”

III. PROPOSED APPROACH

In this study, we assume that the size of each pig is similar. We first detect each pig by using the depth information, and then each moving pig is detected using frame difference method. By analyzing the size of each connected component of the frame difference result, we can recognize each connected component as a single pig or a group of pigs, and we try to separate the adjacent moving pigs (i.e., touching-pigs) for high-level vision tasks. It is well known that each pig sleeps most of the time, and the moving activity of each pig (measured with frame difference) was observed with a probability of less than 1% on the average [3]. Algorithm 1 displays the overall procedure of the proposed method. The details of the preprocessing steps for the depth images (e.g., noise removal and background subtraction) can be found in [4].

Our segmentation method consists of two modules (YOLO Processing Module and Image Processing Module), and Figure 3 presents an overview of our method for touching-pigs detected using the RealSense camera. We first apply YOLO to the touching-pigs to obtain the bounding boxes (BBs) from the YOLO Processing Module. Although YOLO has been widely used for detecting objects, we consider the target object to be detected as the “boundary region of a group object,” rather than the “individual objects of a group object.” That is, we train YOLO to detect the boundary region of each touching-pig. Once YOLO generates a boundary BB for each touching-pig at test time, we conduct final segmentation within the boundary BB using the Image Processing Module.

```
Input: An image sequence from depth and infrared information video
Output: An image sequence where touching-pigs are individually separated

// Load a depth and infrared information video
DepthSeq = Load(depthvideo);
InfraredSeq = Load(infraredvideo);

// Detect pigs
DepthSeqBS = BackgroundSubtract(DepthSeq);

// Detect moving pigs only
DepthSeqFD = FrameDifference(DepthSeqBS);

// Separate touching-pigs using the proposed method
for i = 1 to of connected components in DepthSeqFD:
    If size of each connected component Ii(DepthSeqFD) > size of a single pig:
        Go to YOLO Processing Module with Ii(InfraredSeqFD);
    Save the separated results of the touching-pigs;
Return;
```

Figure 3. Overall algorithm with the proposed method

A. YOLO Processing Module

YOLO is a CNN-based object detection technique, and it uses the grid method, which allows efficient object detection in real time. In particular, this study uses the YOLO9000 technique. The input image contains only touching-pigs, as we assumed earlier, and it is applied to YOLO. Then, we can obtain the image with bounding boxes (BBs) for the possible boundary region of each touching-pig. Note that, we assume...
YOLO was trained with images with ground-truth based BBs for the boundary region of each touching-pig, rather than the individual pig of each touching-pig.

In YOLO, the input image is equally and arbitrarily divided into set $S \times S$ grid cells, and $B$ BBs are generated through each grid cell with x coordinate, y coordinate, width, height and probabilities of existence of each object (i.e., a boundary region of a touching-pig). In other words, through this step, each cell can generate a large number of BBs with object probability information that is higher than the threshold value (denoted as $BB_{\text{probability th}}$). Also, YOLO is well known is one of the fastest techniques for object detection. In this study, we set $S$, $B$, and $BB_{\text{probability th}}$ as 13, 5, and 1, respectively.

After generating BBs, we need to evaluate the generated BBs. For example, if one BB encloses another BB, then the two BBs are averaged. Also, if no BB is generated for a touching-pig, then YOLO is applied again with lower $BB_{\text{probability th}}$. This step is repeated until at least one BB is generated for the touching-pigs.

**B. Image Processing Module**

In the Image Processing Module, we separate the inner pixels of BB boxes were generated from YOLO. The pixels of the boundaries between touching-pigs are slightly darker compared to other parts of the pigs such as their body. With these properties of the pigs, thus, the touching-pigs can be separated by using histogram analysis to correctly find the boundaries. In addition, the touching-pigs can also be separated precisely through the number of pixel labels from the connected component analysis.

**IV. EXPERIMENTAL RESULTS**

**A. Experimental Environment and Dataset**

In our experiment, the training for the pig detection in the pig room with YOLO was performed in the following environment: Intel Core i7-7700K 4.20 GHz, 32 GB RAM, Ubuntu 16.04.2 LTS, NVIDIA GeForce GTX1080 Ti 11 GB VRAM, and OpenCV 3.2 [19]. Furthermore, the test to separate the touching-pigs through both image processing module and the detection model trained from YOLO was derived in the same environment.

In order to collect both depth and infrared sequences in a pig room, we first installed an Intel RealSense D435 camera on a ceiling above 3.2 m from the floor in a 4.8 m × 2.0 m pig room located in Chungbuk National University, Korea. Hereafter, we collected both 24-h depth and infrared sequences in the pig room where nine pigs were raised. The video sequences had properties of a resolution of $1280 \times 720$ and 30 fps, respectively. Here, we extracted one minute video sequence from both the depth and infrared video sequence, in which the most vigorous activities of the pigs were recorded in daytime because of the appearance of a person for feeding them. We used the one minute sequence to test separation of touching-pigs.

Using these video sequences, we first conducted background subtraction for detecting foreground (i.e., pigs). Then, moving pigs in the pig room were detected by using frame difference method and only touching moving pigs were extracted through a threshold according to the detected pigs’ sizes. Finally, we obtained 1900 touching-pig cases from 6150 video frames, and these frames were used to train the touching cases with YOLO, where the parameter of training was set as follows: learning rate of 0.001, weight decay of 0.0005, momentum of 0.9, and activation function of leaky ReLU with 6150 images.

For comparison of the separation performance of our proposed method, we trained Mask R-CNN [10] for separation of the touching-pigs with 954 pig cases from 106 video frames. Note that, compared to YOLO-based object detection, it was more time consuming to prepare the learning data for Mask R-CNN-based instance segmenter because Mask R-CNN required to specify the bounding pixels of each pig. Therefore, we could prepare less learning data for Mask R-CNN, compared to YOLO. We set the parameters to train the touching-pigs frames for separation with Mask R-CNN as follows: learning rate of 0.0001, weight decay of 0.0001, and momentum of 0.9 with 106 frames.

**B. Evaluation of Separation Performance**

From the 1900 touching-pig cases, we increased the training frames by conducting additional augmentation, such as rotating objects in each frame, to effectively learn YOLO model. Then, we compared the separation performance of our proposed approach with Mask R-CNN with 120 frames extracted from the one minute sequence. Through our proposed approach, we confirmed that detecting a boundary region of a group object was better for separating touching-pigs rather than detecting individual objects of a group object. For example, when the pigs adjoined horizontally, detecting individual objects using YOLO poorly separated the touching-pigs because of a long boundary line. On the other hand, detecting a boundary region of a group of object (i.e., our proposed approach) could separate more precisely the touching-pigs because it detected the long boundary on the touching-pigs.

We compared the separation performance of our proposed approach with Mask R-CNN. The separation results of some touching-pigs' cases are shown in Figure 4.
For evaluation of the separation performance for each approach, both separation approaches were compared with ground-truth in “pixel-level”. We defined the separation accuracy (denoted as $SA$) as follows: $G$ denoted the ground-truth area (i.e., an area of a pig marked on the ground-truth), $F$ denoted the false area (i.e., an area of a pig that did not belong to the ground-truth), and $C$ denoted the correct area (i.e., an area of a pig which was identified correctly). Then, we also formulated $SA = \frac{C}{G + F}$ and respectively measured the accuracy each separation approach for touching-pigs. Because of omission of touching pigs during separation and a small amount of data, it exerted a great influence on accuracy. Compared with the Mask R-CNN-based segmenter, our proposed method separated the touching-pigs well with the average accuracy of 85%. Furthermore, we confirmed that the execution time of our proposed method was faster more than nine times compared to the time of Mask R-CNN-based segmenter. Especially, for the final goal of 24-hour continuous monitoring, ID switch is the most critical factor. For all the test cases of touching-pigs, the proposed method could separate all touching-pigs without any ID switch. Furthermore, the high-speed execution of the segmentation can have a better chance in producing a complete vision system for higher-level analysis in real-time.

### TABLE 1. COMPARISON OF ACCURACY AND EXECUTION TIME (MASK: MASK R-CNN[12])

<table>
<thead>
<tr>
<th>Case</th>
<th># Cases</th>
<th>Acc. (Avg.%)</th>
<th>Time (Avg. msec)</th>
<th>Acc./Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Two-touching</td>
<td>75</td>
<td>Mask 88.33</td>
<td>253.18</td>
<td>0.35</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Proposed</td>
<td>87.39</td>
<td>26.19</td>
</tr>
<tr>
<td>Three-touching</td>
<td>35</td>
<td>Mask 81.59</td>
<td>253.88</td>
<td>0.32</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Proposed</td>
<td>78.52</td>
<td>28.76</td>
</tr>
<tr>
<td>Four-touching</td>
<td>10</td>
<td>Mask 97.42</td>
<td>254.83</td>
<td>0.38</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Proposed</td>
<td>93.05</td>
<td>27.38</td>
</tr>
<tr>
<td>Five-touching</td>
<td>11</td>
<td>Mask 94.75</td>
<td>255.11</td>
<td>0.37</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Proposed</td>
<td>91.57</td>
<td>28.47</td>
</tr>
<tr>
<td>Six-touching</td>
<td>8</td>
<td>Mask 77.57</td>
<td>253.89</td>
<td>0.31</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Proposed</td>
<td>75.14</td>
<td>28.87</td>
</tr>
<tr>
<td>Seven-touching</td>
<td>3</td>
<td>Mask 84.39</td>
<td>255.34</td>
<td>0.33</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Proposed</td>
<td>81.30</td>
<td>29.25</td>
</tr>
<tr>
<td>Total</td>
<td>142</td>
<td>Mask 87.34</td>
<td>254.37</td>
<td>0.34</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Proposed</td>
<td>85.00</td>
<td>28.15</td>
</tr>
</tbody>
</table>

### V. CONCLUSIONS
The touching-pigs separation in a surveillance camera environment is an important issue to efficiently manage pig farms. Even with the recently reported CNN-based instance segmentation techniques, however, touching-pigs cannot be separated accurately in real-time, due to the complicated patterns of touching-pigs having similar appearance.

In this study, we focused on separating touching-pigs in real-time using both the fastest CNN-based object detection technique and image processing techniques, in order to analyze individual pigs with an ultimate goal to achieve 24-hour continuous monitoring. The touching-pigs were
detected by using image processing techniques with both infrared and depth information acquired from an Intel RealSense camera. Then, YOLO generated bounding boxes for each touching pattern. Especially, in using YOLO as an object detector, we considered the target object as the boundary region of the touching-pigs, rather than the individual pigs of the touching-pigs. Finally, we applied image processing techniques to determine the final boundary line from the YOLO output.

Based on the experimental results for 120 touching-pigs frames over one minute obtained during the daytime (i.e., when most pigs were moving), we confirmed that the collective performance of accuracy-time of the proposed method was much better (i.e., more than eight times) than the recently reported CNN-based instance segmentation technique (i.e., Mask R-CNN [10]). By carefully balancing the tradeoffs between the computational workload and accuracy, we could propose a light-weight method with an acceptable accuracy for real-time video monitoring.
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