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Abstract— A smart city adjusts its social, business, and natural 

needs, improving the assets it has accessible. Information and 

Communications Technology (ICT) for shrewd urban areas is to 

give city answers for encourage an improvement and 

manageability of a city for the advantage of its population, its 

economy, and the greater ecosystem in the city. It is to gauge a 

keen city as far as the enhancements in personal satisfaction and 

monetary prosperity that are accomplished through applying ICT 

innovations to design, outline, fabricate, and work the city 

foundation. In smart city applications, the initial phase in the 

information's voyage through the application is its gathering by 

the diverse advancements conveyed all through the city. This 

paper surveys data acquisition technologies such as Sensor 

Networks, MANETs, Unmanned Aerial Vehicles (UAVs), 

Vehicular Ad hoc Networks (VANETs), Internet of Things (IoT), 

Software-Defined Networking(SDN), Network Functions 

Virtualization (NFV), 5G. Next, it demonstrates information 

processing technologies, for example, Cloud Platform, IoT 

Platform, Big Data Platform, Machine Learning, Deep Learning, 

and IoT Analytics. Encouraging data spread between various 

nodes is vital to savvy city acknowledgment. Last, because of the 

presence of various types of end users (e.g., residents, 

organizations, government offices, and so forth.) requiring 

distinctive levels of nature of management, the paper exhibits a 

proposed testbed solution and recent associated experiments. 

Keywords— IoT, SDN, NFV, 5G, Cloud Platform, IoT Platform, 

Big Data Platform, IoT Analytics 
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INTRODUCTION 

By 2030, the total population is anticipated to be 8.5 billion 

and increment to 9.7 billion by 2050 and 11.2 billion by 2100. 

Half of humankind today lives in urban areas. Numerous urban 

communities are encountering exponential development as 

individuals move from rustic zones looking for better 

occupations and training. Subsequently, urban administrations 

and foundations are being extended as far as possible as far as 

adaptability, condition, and security as they adjust to help this 

population growth. Visionaries and organizers are subsequently 

looking for a maintainable, present carbon economy on enhance 

vitality productivity and limit carbon-emanation levels.  

The European Parliament defined: "A smart city is a city 

seeking to address public issues via information and 

communication technology (ICT) - based solutions on the basis 

of a multi-stakeholder, municipality based partnership." This is 

very expansive, including many fields, while the Japanese 

definition is more particular, concentrating on energy, 

infrastructure, ICT, and lifestyle.  

From these definitions, we derive ICT assumes an urgent 

part in building up a city that can adjust to the necessities of its 

nationals. By utilizing advanced power systems, networking, 

and communication technologies, a smart city aims to enhance 

the lives of its citizens and optimize territorial, economic, and 

environmental resources. Navigant Research says investment 

in smart cities is divided into smart government, smart building, 

smart transport, and smart utilities. By 2020, $13 billion in 

funding is expected to establish smart cities all over the world 

(see Figure 1). [1] 

The rest of this paper is organized as follows. We have 

reviewed the ICT enabling technologies for data acquisition in 

the context of smart cities (Section II). Next, we have analyzed 

potential networking and computing technologies for smart 

cities (Section III). Section IV presents data processing 

technologies candidates for smart cities. The proposed solution 

and associated experiments are provided in Section V.  Finally, 

we summarize and conclude this study in Section VI. 
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Figure 1.  Smart city investments by the regions, 2014–2023 [1]   

I. DATA ACQUISITION TECHNOLOGIES FOR SMART CITIES 

In this section, a review of the ICT enabling technologies for 

data acquisition in the context of smart cities is given. These 

technologies include Wireless Sensor Networks (WSNs), 

Mobile Ad hoc Networks (MANETs), Unmanned Aerial 

Vehicles (UAVs), Vehicular Ad hoc Networks (VANETs), 5G.  

A. Wireless Sensor Networks 

Sensor networks are used for many applications (e.g., 

environment monitoring, waste management, health 

monitoring, smart grids, etc.), for collecting data in smart cities. 

Current cities are already deploying a wide range of sensors 

(e.g., motion sensors, cameras, sensors for collecting 

environmental parameters, etc.) [2]. In general, the applications 

can be divided into two types: monitoring and tracking. 

Monitoring is used for analysing and controlling a system in 

real-time (environment, agriculture, industry, health care, 

ecology, urban, smart house, military, etc.). Tracking is used 

for recording the change of an event, a person, an animal, and 

so on (industry, public health, ecology, military, etc.) [3]. 

1)  Radio technologies: The standardization of WSN has 

been very active in the recent years. A comparison of emerging 

and existing radio technologies for WSNs is presented in Table 

1. 

TABLE 1. WSN STANDARDS AND TECHNOLOGIES [4] 

 

2)  Machine Learning in Wireless Sensor Networks:  
WSNs screen dynamic conditions that change quickly after 

some time. This dynamic conduct is either caused by outer 

factors or started by the framework originators themselves. To 

adjust to such conditions, sensor networks often adopt machine 

learning techniques to wipe out the requirement for pointless 

upgrade. Machine learning additionally motivates numerous 

solutions that boost asset use and draw out the life expectancy 

of the network.  

Supervised learning methods are broadly used to understand 

a few difficulties in WSNs, for example, localization and 

objects targeting, event detection and query processing, media 

access control, security and intrusion detection, and quality of 

service (QoS), data integrity and fault detection.  

Unsupervised learning methods are not provided with labels. 

Fundamentally, the objective of an unsupervised learning 

calculation is to arrange the example set into various gatherings 

by examining the closeness between them. Of course, this 

subject of learning calculations is generally utilized as a part of 

node clustering and data aggregation problems. 

Reinforcement learning empowers an agent (e.g., a sensor 

node) to learn by cooperating with its surroundings. The agent 

will figure out how to take the best actions that augment its long 

haul remunerates by utilizing its own particular experience. [5] 

3)  Software-Defined Wireless Sensor Networks: WSN is a 

low-rate wireless transmission platform with little resources 

and short communication ranges. As the scale of WSN 

increases, it faces some challenges, such as network 

management and heterogeneous-node networks. As Software 

Defined Networking (SDN) provides simplicity in network 

management, and computing resources configuration, it can 

solve these problems. 

The SDN way to deal with remote sensor systems involves 

abstracting distinctive functionalities and revamping them 



along the three coherent planes in the SDN architecture: 

application, control and data. The advancement of the SDWSN 

design is still in its early research stages. Despite the fact that 

there are a number of models, they all fit in with the basics of 

SDN: decoupling. Fig. 2 shows the fundamental functionalities 

of SDWSN as proposed by different authors. SDN display 

brings along its own difficulties, particularly the trade-off 

between functionalities that should be held on the sensor node 

and the effect on basic network factors, for example, latency, 

congestion, and so on. [6] 

 
Figure 2.  Basic SDWSN architecture [6]   

4)  Wireless Sensor Network Virtualization: WSNs' hubs 

are ending up increasingly intense, it is getting increasingly 

correlated to explore how different applications could share an 

exceptionally same WSN platform. Virtualization is an 

innovation that can possibly empower this sharing (see Fig. 3). 

It is a promising method that can permit the effective usage of 

WSN arrangements, as various applications will have the 

capacity to exist together on the same virtualized WSN. 

There are open research issues that should be tended to for 

giving new WSN virtualization arrangements: propelled node 

level virtualization, network level virtualization, discovery and 

publication, service integration, sensor node choice and  

assigned task, application undertaking dispersal, reference 

design and structures, new protocols, techniques and simulation 

tools, WSN virtualization plan of action and standardization, 

energy effective arrangements, access control, authentication, 

and accounting, and WSN virtualization user cases and testing 

environments. [7] 

 
Figure 3.  Middleware and virtual network-based solutions [7] 

B. IEEE 802.11-enabled wake-up radio system 

The Internet of Things is anticipated to comprise of billions 

of devices by 2020. The Wi-Fi, Mobile, and Bluetooth 

protocols are likewise the three main candidates for interfacing 

the Internet of Things - and each has own advantages and 

drawbacks. Huge numbers of these devices will keep running 

on batteries. To draw out the helpful existence of these batteries, 

while ensuring devices don't remain in a rest state too long and 

run gradually, devices must have the capacity to keep running 

in a low-control, low-inertness state. Wake-Up Radio, which is 

being created by the IEEE 802.11ba working group, offers an 

answer for this challenge. The IEEE 802.11ba Wake-Up Radio 

adds an additional low-power radio receiver to the device (see 

Fig. 4). The low-power radio listens for the system call. [11] 

 
Figure 4.  Overview of low-power radio for IEEE 802.11ba [11]   

C. Vehicular Ad hoc Networks (VANETs) 

VANETs are a sort of MANETs that are widely considered 

with regards to smart mobility and intelligent transportation. 

VANETs encourage Vehicle to Vehicle communication (V2V) 

and Vehicle to Infrastructure communication (V2I). Vehicle-

to-anything (V2X) communications represent both V2V and 

V2I. Since VANETs are a variation of MANETs, the issues that 

torment MANETs additionally impact the data obtaining 

process in VANETs. Distinctive sorts of uses can use the 

information gathered in VANETs. These applications can be 

sorted into security and infotainment applications. Security 

applications are utilized to enhance street wellbeing, for 

example, forward collision warning, while infotainment 

applications are equipped towards solace and amusement for 

vehicle travellers, for example, traffic and weather information. 

[8] 

 

V2X innovation has an extraordinary capability of 

empowering an assortment of novel applications for street 

safety, traveller infotainment, car producer administrations, and 

car traffic optimization. Today, V2X communications depends 

on one of two fundamental methods: dedicated short range 

communications (DSRC) and mobile communications 

networks (see Fig. 4). 



 

Figure 5.  V2X communications in a DSRC-cellular hybrid scenario [9] 

To enable V2X applications for an expansive number of 

vehicles, interworking amongst DSRC and cell arrange 

advancements is a promising methodology, which can be 

founded on a flat or a hierarchical DSRC-cellular hybrid 

architecture. Nonetheless, so as to proficiently accomplish such 

DSRC-cell interworking, we have to determine numerous 

specialized issues, primarily starting from the profoundly 

unique vehicular system topology, together with the pattern of 

little cell arrangement in cutting edge cell systems, which 

requires successful vertical handover strategies and system 

determination plans. What's more, DSRC is accomplished over 

saved radio range groups, which contrast in North America 

(IEEE 1609), Europe (ETSI EN 102/202/300/302), and Japan 

(ARIB STD-T55/75/88/109/110), leading to incompatibility 

problems among these regions. [9] 

D. Unmanned Aerial Vehicles (UAVs) 

Unmanned Aerial Vehicles (UAVs) show potential in the 

general the public and civil areas. These are especially helpful 

in applications where human lives would some way or another 

be jeopardized. Multi-UAV frameworks can cooperatively 

entire missions all the more effectively and financially when 

contrasted with single UAV frameworks. Be that as it may, 

there are many issues to be settled before viable utilization of 

UAVs can be made to give steady and solid setting particular 

systems. 

Table 2 provides a summary of MANETs, VANETs and 

UAV systems. Most of the studies of MANETs, and VANETs 

does not address the exceptional attributes of the UAV systems. 

UAV systems may change from ease back unique to dynamic; 

have discontinuous connections and fluid topology. While it is 

trusted that ad hoc mesh network would be most reasonable for 

UAV arranges yet the engineering of multi-UAV systems is for 

a further study. SDN could encourage deployment and 

management of new services and help decrease cost, increment 

security and accessibility in systems. Steering requests of UAV 

systems go past the necessities of MANETs and VANETs. 

Conventions are required that would adjust to high versatility, 

dynamic topology, irregular connections, control imperatives 

and changing connection quality. UAVs may come up short and 

the system may get divided making deferral and disturbance 

resistance a critical outline thought. Restricted existence of the 

node and dynamicity of the system prompts the necessity of 

seamless handovers where investigators are taking a result at 

the work done for MANETs and VANETs. As vitality supply 

on UAVs is restricted, conventions in different layers ought to 

contribute towards greening of the system. [10] 

E. 5G Communications 

1)  Vision: The fifth generation mobile communications 

system (5G) is expected to launch in 2020, is required to give 

around 1000 times higher wireless area traffic capacity and save 

up to 90 percent of energy consumption per service compared 

with the current 4G system. More than 1000 Gb/s/km2 area 

spectral capacity in dense urban environments, 10 times higher 

battery life of associated devices, and five times lessened end-

to-end (E2E) delay are expected in 5G systems. The new 5G air 

interface and range ought to be joined together with the Long 

Term Evolution (LTE) and WiFi to give all inclusive high-rate 

coverage and seamless user experience. [12] 

Figure 6 shows the key 5G requirements in contrast with earlier 

mobile networks generations, for example, IMT-Advanced. 

[13][14] 

TABLE 2. AD-HOC NETWOKS COMPARISION  [10]  

 
 



 

Figure 6.  IMT-2020 and IMT-A requirements [14]  

2)  Machine-Type Communication (MTC): MTC indicates 

the wide territory of wireless communication with sensors, 

actuators, physical articles and different devices not 

straightforwardly used by people, shaping the supposed 

Internet of Things (IoT). The present view on the 5G wireless 

systems specifies MTC into two groups, as appeared in Figure 

7: massive MTC (mMTC) and ultra-reliable and low-latency 

MTC (uMTC). mMTC accept delay-tolerant services for 

regularly occasional data transmissions, with a huge number of 

devices that are now and then even battery-worked. Meanwhile, 

uMTC can provide reliable and low delay communications for 

controlling objects and processes in real-time. [14] 

 
Figure 7.  MTC in the 5G wireless systems. [14] 

3)  The 5G radio-access technologies: Table 3 gives a short 

diagram on the radio-access technologies, featuring some of 

their attributes and properties. [14] 

Orthogonal multiple-access techniques depend on 

partitioning radio assets (in time or frequency) between 

different subscribers. The schemes are respectively Frequency 

Division Multiple Access (FDMA), Time Division Multiple 

Access (TDMA) and Orthogonal Frequency Division Multiple 

Access (OFDMA). FDMA and OFDMA are very similar, 

however, FDMA has non-overlapping frequency sub-bands, 

while OFDMA has overlapping frequency sub-bands. In a 

single cell infrastructure with AWGN channels, all orthogonal 

multiple-access schemes are almost equivalent with respect to 

capacity. The differences between multiple-access schemes 

become visible when transmission channels exhibit frequency 

selectivity and time variability.  

Novel various access plans take into account for overloading 

the spectrum by multiplexing users in the power and the code 

domain, resulting in non-orthogonal access, where the number 

of simultaneously served users is no longer bound to the 

number of orthogonal resources. This approach empowers the 

quantity of associated devices to be expanded by a factor of 2– 

3 and, in the meantime, to obtain gains in user and system 

throughput of up to 50%. Potential schemes are Non-

Orthogonal Multiple Access (NOMA), Sparse Code Multiple 

Access (SCMA) and Interleave Division Multiple Access 

(IDMA).  

TABLE 3. 5G MULTIPLE AND MEDIUM ACCESS SCHEMES. [14] 

 

4)  Network Slicing for 5G with SDN/NFV: One of the key 

drivers of 5G systems is the need to help an assortment of 

vertical businesses, for example, manufacturing, automotive, 

healthcare, energy, and media and entertainment. Such verticals 

begin altogether different utilize cases, which force a 

significantly more extensive scope of requirements than 

existing mobile services. The present systems, with their "one-

estimate fits-all" compositional approach, can't address the 

separating execution prerequisites that verticals force as far as 

latency, scalability, availability, and reliability. System 

softwarization, a trend that looks to change systems utilizing 

programming based arrangements, can be a potential 

empowering influence for comprehending this. Through 

innovations like SDN and Network Functions Virtualization 

(NFV), organize softwarization can give the programmability, 

adaptability, and measured quality that is required to make 

numerous consistent (virtual) systems, each customized for a 

given utilize case, over a typical physical system. [15] 



 
Figure 8.  5G network independent slices running on a common underlying 

physical multi-vendor and multi-access network for user cases. [15] 

5)  5G Standardisation: The overall 5G roadmap is 

summarized in Figure 8, capturing trials phases and the high-

level standardization time plans. The standards for 5G are to be 

prepared by the ITU-R. Working Party (WP) 5D is at present 

getting ready assessment criteria to be trailed by entries of 

recommendations and assessment of candidate technologies. 

This procedure is relied upon to be finished by late 2019, 

prompting the first certified 5G standards. 3GPP distributes 

major releases roughly once per year. Standardisation of 5G 

technologies is broken into two stages. Stage 1 will be finished 

by September 2018 in Release 15. Stage 2 will fuse more 

capacities to stretch out the abilities of 5G to dynamically 

bolster more services, case studies and significantly higher 

frequency bands (e.g., over 40 GHz). Stage 2 will be finished 

around the end of 2019 in Release 16. IEEE has as of late started 

a 5G track to supervise the guide of upgrades that will happen 

for various existing and new IEEE standards, for example, 

802.11ax (WLAN), 802.15 (short range communications), 

802.22 (Fixed Wireless Broadband), P1914.3 (for Cloud RAN), 

P1918.1 (tactile and haptic Internet). Standardization roadmaps 

vary for the individual specification groups. [17] 

 

Figure 9.  5G Trials and Standardization Roadmaps [16]  

II.   NETWORKING AND COMPUTING TECHNOLOGIES FOR 

SMART CITIES 

A. Software-Defined Networking 

SDN is a generally novel approach to program the switches 

used in present day networking systems. SDN’s uses a 

centralized control architecture which is better suited to the 

extremely large networks prevalent in today’s mega-scale data 

centers [18]. The solid coupling amongst control and data 

planes has made it hard to add new features to existing networks 

(see Fig. 10). Solving these issues, SDN decouples the control 

plane from the network devices and becomes an external entity: 

the Network Operating System (NOS) or SDN controller. [19] 

SDN provides extreme flexibility and high programmability. 

The data plane managed by the controller enables cost-effective 

and dynamic network configuration in support of smart cities. 

SDN is being proposed as a networking candidate for smart 

cities, by extending connectivity to homes using SDN for 

capacity sharing, securing communications and user mobility 

management. [2] 

B. Network Functions Virtualization 

Network Function Virtualization (NFV) has drawn huge 

consideration from both industry and the scholarly world as a 

critical move in media transmission benefit provisioning. By 

decoupling Network Functions (NFs) from the physical nodes 

on which they run, NFV can possibly prompt huge 

diminishments in Operating Expenses (OPEX) and Capital 

Expenses (CAPEX) and encourage the deployment of new 

services with increased agility and faster time-to-value. 

Network Function Virtualization (NFV) has drawn significant 

attention from both industry and academia as an important shift 

in telecommunication service provisioning. 

 
Figure 10.  Traditional networking versus SDN. [19] 

Connection between NFV, SDN, and Cloud computing is 

depicted in Figure 11. Each of these fields is a deliberation of 

various assets: figure for distributed computing, organize for 

SDN, and capacities for NFV. The points of interest that gather 

from each of them are comparable; readiness, cost 

diminishment, dynamism, computerization, asset scaling and 

so forth. The inquiry isn't whether NFs will be relocated to the 

cloud, as this is in reality the general thought of NFV. It is 

whether the cloud will be an open one like Amazon, or if TSPs 

will want to client private ones appropriated over their 

infrastructure. In any case, it is to make the cloud carrier-grade 

in terms of performance, reliability, security, communication 

between functions and so on. Then again, NFV objectives can 

be accomplished utilizing non-SDN instruments, and 



depending on the systems at present being used in numerous 

server farms. Nonetheless, approaches depending on the 

division of the control and data forwarding planes as proposed 

by SDN can improve execution, disentangle similarity with 

existing infrastructure, and encourage operation and upkeep 

systems. Similarly, NFV can bolster SDN by giving the 

framework whereupon the SDN programming can be run. At 

long last, the cutting edge variation of a data center (the cloud 

and it's self-benefit perspective) depends on automated 

management that might be gotten from SDN and NFV. 

Specifically, functions such as network as a service, load 

balancing, firewall, VPN could run via APIs. [20] 

C. Cloud and Fog/Edge computing 

Figure 12 demonstrates the customary Cloud processing 

structure. Information makers create crude information and 

exchange it to cloud, and consumers send ask for expending 

information to cloud, as supported by the blue line. The red 

dotted line shows the demand for expending information being 

sent from information consumers to cloud, and the outcome 

from cloud is spoken to by the green specked line. In any case, 

this structure isn't adequate for IoT. Data amount at the edge is 

too big, which will prompt enormous pointless data 

transmission and registering asset use. Also, the security 

assurance requirement will represent an impediment for Cloud 

registering in IoT. Ultimately, most of the end IoT nodes are 

energy constrained, so releasing some computing tasks at the 

edge could save their energy.  

 
Figure 11.  Fog/Edge computing paradigm. [20] 

Fog/Edge computing refers to the enabling technologies 

allowing computation to be performed at the edge of the 

network, on downstream information in the interest of cloud 

services and upstream data in the interest of IoT services (see 

Fig. 13). Edge computing is tradable with Fog computing, yet 

Edge computing concentrates more toward the Things side, 

while Fog computing does more around the the infrastructure 

side. [21] 

 
Figure 12.  Cloud computing paradigm [21] 

 
Figure 13.  Fog/Edge computing paradigm. [21] 

Different sorts of smart city applications can be planned and 

executed with the help of Cloud and Fog/Edge computing. 

These include applications for intelligent transportation 

systems, smart energy systems, infrastructure and environment 

monitoring, and public safety applications. Table 4 shows some 

smart city applications and how they can benefit from both the 

Cloud and Fog / Edge computing. [22]  

III. DATA PROCESSING FOR SMART CITIES 

A. Database Technologies 

Database innovation has experienced over three decades of 

improvement. Different database frameworks have been 

proposed for various sizes of datasets and assorted applications. 

Current relational database systems certainly cannot address the 

variety and scale challenges required by big data. Due to certain 

essential characteristics, including being schema free, 

supporting easy replication, possessing a simple API, eventual 

consistency and supporting a huge amount of data, the NoSQL 

database is becoming a solution to solve big data problems. 

Table 5 shows a comparison of NoSQL databases with different 

data models such as key-value stores, column-oriented 

databases, and document databases. 

B. Big Data Analytics 

1)  Techniques for Content Analytics 

The data of the substance could be gathered from both social 

and physical detecting nodes. Social detecting is to gather data 

by means of web-based social networking, and physical 

detecting is gathering data through sensors in the physical 

world. We chiefly concentrate on the famous procedures 

embraced in social big data analytics, in spite of the fact that 

the said methods can be utilized as a part of the physical data 

analytics area.  

A distinction exists between utilizing huge data analytics and 

regular counterfeit consciousness to remove knowledge from 

information. Manmade brainpower has focused on the 

improvement of calculations and models. It particularly 

endeavors to set up however many principles as could 

reasonably be expected to influence registering nodes to 

comprehend the data sources and afterward get expected results. 

The current enormous information approach focuses on the 

nonstop learning process after the calculations or potentially 

models are created. This approach particularly concentrates on 



the issue of how a right arrangement can be created in a brief 

span (i.e., constrained time). The arrangement is spoken to by 

the methodologies for getting and applying the outcomes. 

Content analytics which isn't another field of study, depends 

on existing hypotheses and techniques, for example, data 

mining, machine learning, and measurements and likelihood. 

From a more extensive point of view, these techniques can be 

perceived as statistical learning. Despite the fact that these 

techniques have been changed to meet the reasons and needs in 

various zones of enormous information issues, for example, 

item advancement, producing, production network 

administration, medicinal services applications, promoting, 

deals forecast, human relationship examination, and so forth., 

they can be basically arranged in the frame appeared in Fig. 14. 

TABLE 4. SMART CITY APPLICATIONS BASED ON CLOUD AND FOG COMPUTING. [22] 

 
 

TABLE 5. COMPARISION OF NOSQL DATABASE SYSTEMS. [23] 

 
  



 
Figure 14.  Family Tree of Statistical Learning. [24] 

By and large, two fields of study, which are machine learning 

and data mining, are best executed in the statistical learning 

process. Machine learning predicts a specific result through the 

info information. An arrangement of calculations is regularly 

connected to remove data consequently without online human 

direction. Some of these methodology incorporate thoughts got 

specifically from or roused by traditional measurements. Most 

sensible strategies for machine learning can be planned as a 

formal probabilistic model. Subsequently, machine gaining 

from this perspective is especially the same as measurements, 

however it contrasts in that the parameter gauges have less 

significance and the emphasis is on computational effectiveness 

and huge datasets. Data mining focuses on design disclosure 

from the raw data earlier/after the procedure of machine 

learning. Data mining is completed by a man in a particular 

circumstance, on a specific data set, and on account of an 

objective. The data set is often big and sophisticated, and may 

have special problems, which we can expect from raw data. 

Usually, the goal is either to discover some preliminary insights 

in an area with little knowledge acquired beforehand or to 

predict future observations accurately. Note that the goal is 

generally not to develop a more sophisticated knowledge of the 

underlying data generating process. 

2)  Big Data Analytics for Disaster Management 

A smart communication network is essentially critical in a 

disaster happen to a city, since both rescue and recovery greatly 

depend on the provided communication channels.  

Notwithstanding, the regular correspondence arrange is 

delicate once a debacle happens. A worldly correspondence 

framework, to be specific, an emergency communication 

network (ECN) of a smart city, must be immediately built to 

connect people together.  

Thinking about the highlights of a disaster (e.g., constrained 

assets and dynamic changing of condition), it is dependably a 

key issue to utilize restricted assets viably to give the best 

response communications. Big data analytics in the hazardous 

situation gives conceivable answers for comprehend the 

circumstances occurring in a disaster zones, with the goal that 

constrained assets can be ideally sent in light of the analysis 

results. Analysing different stages of disaster such as before and 

after a disaster, content analytics can support the disaster 

management as listed in Table 6. 

TABLE 6. CONTENT ANALYTICS CAN SUPPORT THE DISASTER MANAGEMENT. [25] 

 

3)  Deep Learning for Health Informatics 

With a huge convergence of multimodality data, the data 

analytics in health informatics has developed quickly in the 

most recent decade. This has likewise provoked expanding 

premiums in the age of systematic, data driven models in light 

of machine learning in wellbeing informatics. Deep learning 

technique with the artificial neural networks, is emerging in 

recent years as a powerful tool for machine learning, promising 

to reshape the future of artificial intelligence. Quick 

improvements in computational power, fast data storage, and 

parallel processing have also contributed to the rapid uptake of 

the technology in addition to its predictive power and ability to 

generate automatically optimized high-level features and 

semantic interpretation from the input data. 

 Table 6 outlines the important applications in the five 

regions of health informatics: translational bioinformatics, 



medical image processing, sensing, medicinal informatics, and 

public healthcare. 

TABLE 7. SUMMARY OF DEEP LEARNING METHODS BY AREAS 

AND APPLICATIONS IN HEALTH INFORMATICS. [25] 

 

4)  Big data analytics for the smart grid 

The data from smart meters, Phasor-Measurement-Units 

(PMUs), charging, climate sensors, and other intelligent 

electronic devices (IEDs) has opened-up a plenty of chances, 

for example, predictive analytics, demand-side-management, 

real-time grid awareness, outage detection, asset management, 

and theft detection to name a few. Big data can help take grid 

management to another level. For example, expanding demand-

response for saving energy has been made possible as a result 

of enhanced accessibility to customer’s energy usage data. In 

addition, evaluating data from PMUs and IEDs is to maximize 

safety, ensure service reliability, improve customer service, and 

prevent outages. Moreover, electric utilities are using predictive 

analytics on the smart grid data to forecast several indicators 

that can support running the grid operations efficiently, 

economically, and reliably. [26] 

5)  Big Data Analytics for Geolocation Prediction 

Geolocation prediction (GP) can be applied to geolocation-

based services (GBS). GP is based on Markov-based and 

Bayesian network-based methods. Mobility Big Data (MBD) 

rises new challenges and opportunities for geolocation 

prediction. The geolocation prediction can be divided into three 

stages as shown in Fig. 15. First, mining popular geolocation 

region is to pre-process raw geolocation data collected by smart 

mobile devices; second, mining personal trajectory information; 

third, building a geolocation prediction model. [27] 

 
Figure 15.  Mobility big data-based geolocation prediction. [27] 

IV. PROPOSED SOLUTION AND EXPERIMENTS  

A. Inter-Smart Cities Testbed 

Our inter-smart cities testbed is to connect smart city 

testbeds located in Hanoi, Manila, Myanmar.  This platform is 

being connected to SDN testbed (RISE) and IoT testbed in 

Japan (JOSE). This is to investigate ICT enabling technologies 

for smart cities such as IoT protocols, SDN/NFV, 

edge/fog/cloud computing, big data platform, IoT data analytics, 

and smart city applications (see Fig. 16). 

  .
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Figure 16.  Inter Smart Cities Testbed 

B. IoT Gateways, WSNs 

In order to compare the pros and cons between MQTT and 

CoAP protocols, we use Raspberry Pi3 as IoT Gateway, which 

collects data sensor through ESP8266, using MQTT (see Fig. 

16). The messages collected by the gateway from the sensors 

are usually very small because they contain only the current 

value of the temperature, humidity, light… measured by the 

sensor and they are just decimal numbers. This is a very 

important thing to remember: the gateway collects and operates 

on a very large number of small messages. The gateways are 

connected to the Internet using WiFi, or Ethernet. After 

collecting data sensors, it sends data to the IoT server. In our 

experiment, we use laptop as a IoT server. 

 
Figure 17.  IoT system for testing MQTT và CoAP protocols 

Raspberry Pi 3 acts as publisher and subscriber. The data is 

sent to the server and received using two protocols MQTT and 

CoAP, with different QoS. The two open source servers used 

on laptop are Mosquitto and libcoap, and a Python-built 

program will repeatedly emulate the data received from the 

sensor, and then send it to the server. and also receive data from 

the server, then calculate the difference between the time from 

sending data to receiving. NetEm software is used to create 

delay, lost in network. To ensure the reliability of the results, 

each message sent and received is closely monitored by the 

Wireshark software.  

In Figure 17, data flow simulation in the IoT system is used 

for the experiment. Data published from the IoT gateway, via 

the LAN or Wifi, which is simulated parameters such as latency, 

lossy ... with the NetEm software, is sent to the server, and then 

the data returned from the server to the subscriber through LAN 

or Wifi. 

 
Figure 18.  IoT system using MQTT và CoAP 

We also tested to send Data from IoT Gateway to IoT server, 

which is installed IoT Platform Kaa.  

C. Networking solutions for smart cities 

This model uses the Mininet tool and Opendaylight to 

simulate the virtual switches and controller. Opendaylight 

(ODL) is a modular open platform for customizing and 

automating networks of any size and scale. The Opendaylight 

Project arose out of the SDN movement, with a clear focus on 

network programmability. It was designed from the outset as a 

foundation for commercial solutions that address a variety of 

use cases in existing network environments.  

Mininet simulates 3 virtual switches connected together, 

each virtual switch has a virtual host associated. The version of 

Opendaylight used here is Carbon SR1. Through Opendaylight, 

two networks between two Mininet machines are connected, 

exchanging data between virtual hosts in the network controlled 

by Opendaylight. Figure 19 shows a simplified model of the 

SDN testbed in Hanoi. 

 
Figure 19.  Simplified model of the SDN testbed in Hanoi  

D. IoT Platform 

Now we will describe about our ITI testbed using Kaa and 

HDP platform. The Kaa IoT Platform will be used for frontline 

activities that are real-time data collection across connected 

physical assets (humidity sensors) and dispatching that data to 

Cassandra of HDP for further processing and storage. The 

architecture of the ITI testbed is show in Figure 19. 

 

Figure 20.  The IoT platform based on Kaa and HDP  

In our testbed, we have a Kaa cluster and this cluster supports 

and handles request from Raspberry Pi application, so that 

application collects raw data from humidity sensors about 

relative humidity in air and then it pushes this data using Kaa 

SDK to the Kaa cluster. The Kaa SDK transfers not raw data 

but structured data to Kaa node. When the data is transferred to 
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Kaa node, the Cassandra appender of Kaa platform will used to 

push this data to Apache Cassandra of HDP. Cassandra 

appender and all other appenders, which are implemented and 

supported by the Kaa platform have ability to guarantee data 

delivery and in case of any delivery and data delivery errors the 

error message is pushed back to Kaa SDK.  When data is 

pushed into Cassandra we will use Apache Zeppelin of HDP in 

order to build server dashboard and visualize the IoT data. 

V. CONCLUSIONS 

In this paper, we review the ICT enabling technologies for 

data acquisition in the context of smart cities. These 

technologies include Wireless Sensor Networks, Mobile Ad 

hoc Networks, Unmanned Aerial Vehicles, Vehicular Ad hoc 

Networks, 5G. Next, we analyze potential networking and 

computing technologies for smart cities such as SDN, NFV, 

Fog/ Edge/ Cloud computing. For data processing in smart 

cities, it is recommended to deploy scalable IoT platforms with 

advanced machine learning techniques.    

For validating the proposed ICT architecture for smart cities, 

we have build local testbeds in Vietnam, Philippines, Myanmar 

which then being connected to SDN, IoT national testbeds in 

Japan.   
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