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Abstract— Recently, various policy and technical efforts have been 
underway around the world to solve global warming. Major 
companies are also converting 100% of their electricity used inside 
the workplace to renewable energy. The most widely used PV 
energy in renewable energy has uncertainty and instability due to 
the nature of climate change, so accurate power generation 
prediction is essential, and power load prediction is required to 
increase energy efficiency. Although artificial intelligence 
technology is used in various ways to accurately predict it, it does 
not provide the basis for the result and the validity of the 
derivation process due to the black box problem of artificial 
intelligence technology. In this paper, we develop a PV power 
generation and power load prediction model using an explainable 
artificial intelligence model that increases the energy efficiency 
inside the workplace and derive a basis for the prediction results 
using an explainable artificial intelligence. 
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I. INTRODUCTION 
Environmental problems directly related to global warming 

include energy production and consumption and increasing 
waste disposal. Efforts are active worldwide, including signing 
the Paris Climate Agreement, the first climate agreement jointly 
by the international community to prevent global warming in 
2016, and introducing a carbon tax on using fossil fuels. Large 
companies also continue to make such efforts. Recently, ESG 
(Environmental, Social, and Governance) management has 
become a hot topic around the world, and non-financial factors 
have a profound effect on management evaluation. Major 
companies such as Apple, Volkwswagen and Samsung are 
converting 100% of their workplace's power to renewable 
energy to focus on managing ESG. Among new and renewable 
energy, PV(Photo Voltaic)  energy is widely spread because it 
is easy to install and maintain in existing buildings. However, 
PV energy systems have time-season variability, uncertainty, 
and constraints that make stable power supply difficult and 
reduce efficiency. 

It is essential to predict variability in cause-based generation 
for higher efficiency and stable power supply in PV energy 
systems. In addition, it is necessary to predict not only the 
amount of power generated but also the amount of power load 
for proper scheduling of PV energy and ESS (Energy Storage 
System). Recently, artificial intelligence technology was 
applied to derive high acuity for prediction, but a problem of 

reliability arose due to a black-box problem in which artificial 
intelligence's mindset was unknown on what basis the 
prediction value came out. For this interpretation of artificial 
intelligence, an explainable artificial intelligence technology 
called XAI (eXplainable Artificial Intelligence) is developed to 
represent the rationality of machine-to-human interactions in a 
way that decomposes black-box for human understanding [1-2]. 

In this paper, we develop a PV power generation and power 
load prediction model that increases the energy efficiency 
inside a company's workplace. We compare results by 
predicting generation and load using public weather data, PV 
power generation data, and power load data provided in 
Toronto, Canada, and deep learning and machine learning 
models LSTM (Long Short-Term Memory) and LGBM (Light 
Gradient Boosting Machine), which are effective for time series 
prediction. In addition, we use SHAP(SHapley Additive 
exPlanations), an explainable artificial intelligence model, to 
solve the black box problem of predicted values, to increase 
explainability. 

In chapter 2, we explain XAI, in Chapter 3 analyzes data sets 
and develops prediction models, predicts PV power and power 
loads using prediction models is developed in Chapter 4, and 
Chapter 5 deals with conclusion. 

 

II. EXPAINABLE ARTIFICIAL INTELLIGENCE 
 
As AI technology moves from general tasks to more core 

tasks, such as making decisions, it is necessary to provide the 
rationale for the result determined and the validity of the 
derivation process. AI technology with black box problems 
makes it difficult to optimize while not immediately knowing 
the cause of the error and even developers cannot figure out 
how to derive the results. In other words, even if the model 
makes certain judgments and produces good results, it is also 
difficult to use vast data sets and understand the predictions of 
complex AI models due to the black box problem of artificial 
intelligence. Recently, various studies on the XAI algorithm, an 
explainable artificial intelligence, are being conducted to solve 
this problem, so it is possible to identify which variables have 
affected the results, providing reliability and evidence. Early in 
the XAI study, the proposed LIME paper could not be proved 
by a unique solution, but SHAP's Shapley sampling or Shapley 
regression could already prove a unique solution, which could 



be achieved through approximation methods that reduce 
computational time. 

In this paper, SHAP, one of the XAI models, is used. SHAP 
proposes additive feature attribution methods, a new 
classification for explanatory models, by considering the 
explanation of a prediction as the model itself and defining it as 
an eXplainable model. Based on game theory, we show that 
there is a unique solution to the additive feature attribution 
method and propose SHAP as a method for feature importance 
[3]. The SHAP algorithm is divided into TreeSHAP, which 
helps interpret machine learning models, and DeepSHAP, 
which helps interpret deep learning models, and evaluates data 
to quantify and visualize how input variables have affected the 
model's results [4]. 

 

III.  PV POWER GENERATION AND POWER LOAD 
FORECASTING 

PV Power systems have time and season variability, 
uncertainty, and constraints that make it difficult to supply 
stable power, degrade efficiency, and make it difficult to supply 
stable and reliable power, making it essential to predict and 
manage power generation. In addition, it is necessary to predict 
the amount of power load to enable high-efficiency, low-carbon 
power consumption inside the workplace. By predicting the 
amount of power generation and load, it is possible to manage 
low power that may minimize the internal power consumption 
of the system. 

 

A. Data set 
For the PV power generation forecast, we use the Toronto 

Canada weather public data for 2016 and the Toronto PV power 
generation public data. The Power load forecast uses 2016 
power load data provided by Trontohydro and weather public 
data, Canada. A summary of the data set used for the PV power 
generation and load prediction is shown in the following Table 
1. The discomfort index was obtained and added using 
temperature and humidity from the weather data used to predict 
the load. The evening data, in which the power generation could 
not be measured, made the prediction results poor, and the time 
in winter and summer was classified and excluded. 

 

TABLE 1. SUMMARY OF DATASET 

Dataset Data Type 

Canada Toronto 
Weather Public Data 

Day, hour, rainfall, prevrainfall(1 hour 
ago), windspeed, prevwindspeed(1 hour 
ago), insolation(ilsa), previnsolation(1 
hour ago, ilsa), humidity, temperature, 
sunshine, cloudiness, discomfort index   

Canada Toronto PV 
Power Generation 

Public Data 
Hourly PV Power Generation 

Canada 
Torontohydro 

Power Load Data 
Hourly Power Load 

B. Prediction Model 
PV power generation is affected by daily weather conditions 

and seasonal solar radiation due to the nature of the sun. In the 
case of power loads, they are used in the same pattern by time 
zone in residential and commercial use. To predict these time 
series characteristics of PV power generation and power load, 
it is necessary to establish a forecasting model specialized for 
time series. One of the commonly used methods for time series 
forecasting is Recurrent Neural Networks (RNNs) [5-6]. 
Conventional RNN is a sequence model that processes input 
and output in sequence units and has excellent performance in 
various time series data predictions including energy 
consumption prediction [7-8]. It, however, becomes a 
multiplication form with time and becomes gradient growth or 
exponential, learning to have dependency causes gradient 
vanishing or exploding problems, making training difficult [9-
10]. To solve this problem, LSTM is used [11]. In previous 
studies, it can be confirmed that LSTM showed better 
performance than other models in predicting PV power 
generation [12-13]. 

LGBM is a gradient boosting framework that uses the 
decision tree algorithm among various machine learning 
algorithms and was developed by Microsoft for performance 
and scalability purposes. The leaf-wise tree structure has the 
advantage of reducing losses compared to the level-wise tree 
structure and increasing accuracy while learning at high speed 
[14]. A study of LGBM combined with LSTM for short-term 
PV power generation forecasting showed model suitability for 
PV power generation prediction [15]. 

Research using various prediction models for forecasting the 
amount of PV power generation has been conducted [16-17]. 
These studies, however, have used all night-time data where 
power generation cannot be measured due to lack of progress, 
which negatively affects the learning of the model [18]. 

This paper develops a PV power generation and power load 
amount forecasting model using LSTM and LGBM by 
reflecting an appropriate time variable. First, we create a new 
dataset by reflecting the time variables of meteorological data 
and power demand datasets to remove missing values and 
proceed with scaling for standardization and normalization of 
the data. At this time, the data was inserted and scaled using 
MinMaxScaler so that the maximum and minimum values were 
set to 1 and 0, and the power demand data was inserted with Y 
data and scaled using standard scaler using the mean and 
standard deviation. Second, we divide the dataset by a ratio of 
80% and 20% to divide the training set for learning and the test 
set for testing. Third, learning is carried out by putting the 
separated training set in the LSTM model. The proposed LSTM 
model structure is shown in Figure 1. 
 

 



 
Figure 1.  LSTM model structure 

The following Figures 2 and 3 show the PV power 
generation and power load forecasting workflow. 

 

 
Figure 2.  LSTM workflow  

 

 
Figure 3.  LGBM model structure 

 

IV.  NUMERICAL RESULTS 
The results of PV power generation and load prediction 

using LSTM are shown in Figure 4 and 5. The blue line on the 
graph indicates the actual value and the orange line indicates 
the predicted results. Root Mean Square Error (RMSE) was 
used as an evaluation index. The RMSE of the generation 
amount was 0.0593, and the RMSE of the load amount was 
0.0671, indicating the excellent performance of the model.  

 

 
Figure 4.  PV power generation forecasting result using LSTM 

 
Figure 5.  Power load forecasting result using LSTM 

Figures 10 and 11 show the values expressed using SHAP to 
show how much the input values affect the results and are 
graphs that visualize the SHAP values of power generation and 
load, respectively. 

 
Figure 6.  SHAP value of LSTM PV power generation 

 

 
Figure 7.  SHAP value of LSTM power load 

 

The results of PV power generation forecasting and load 
forecasting using LGBM are shown in Figure 8 and 9. The blue 
line indicates the actual value and the orange line indicates the 
predicted results. The RMSE of the generation amount was 
0.0973 and the RMSE of the load was 0.0881, indicating an 
excellent measurement value.  

 



 
Figure 8.  PV power generation forecasting result using LGBM 

 

 
Figure 9.  Power load forecasting using LGBM 

 

Figures 10 and 11 show the values expressed using SHAP to 
measure how much the input value affected the result value and 
show the SHAP value of power generation and load, 
respectively. 
 

 
Figure 10. SHAP value of LGBM PV power generation 

 

 
Figure 11. SHAP value of LGBM power load 

Through the results, the two prediction models showed 
excellent performance in predicting PV power generation and 
load volume, and the validity of the results was shown. 

 

V.  CONCLUSIONS 
We developed PV power generation and power load 

prediction models using deep learning and machine learning 
that can increase renewable energy efficiency to help 
companies convert renewable energy from existing power, and 
provided the validity of the results using explainable artificial 
intelligence. The excellent performance of the prediction model 
was derived by substituting appropriate variables for the time 
when the power generation could not be measured, and which 
values influenced the result value was derived through the 
SHAP algorithm. Research to increase energy efficiency in a 
small power grid by applying a prediction model developed in 
the future to a building or home unit and scheduling it based on 
the prediction results is expected to be possible. 
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