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Abstract— With the development of online courses, students'
discussion texts in online forums and communication groups are
increasing. Teachers can use these texts to monitor student
learning so that they can adapt the pace of instruction
accordingly. And textual topics, as the important information of
the text, can be extracted from the text by topic modeling.
Currently, a Latent Dirichlet Allocation (LDA) method has been
used to identify the critical main topics discussed by students.
However, LDA is based on word frequency and ignores semantic
information. In this study, we propose a model for fusing
semantic information into LDA. To verify the validity of our
model, we collected two MOOC datasets for testing and
conducted an ablation study using Silhouette Coefficient value
and Calinski-Harabasz score as the criterion. The results show
that our method is scientifically feasible and better than LDA in
the field of educational topic modeling. Thus, our method is able
to perform topic modeling more accurately compared to LDA. It
can be used by teachers to automatically analyze large amounts
of student discussion data to guide personalized learning paths.
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I. INTRODUCTION

In today’s world, a large number of texts containing student
discussions can be found on online education platforms. These
discussion texts serve as reflections of students' discussions on
various topics, offering valuable insights for teachers to
interpret learning outcomes. But analyzing textual data of
student discussions without automation has become an almost
impossible task. With the help of topic modeling, it is possible
to automatically cluster different discussion texts together.

Latent Dirichlet Allocation (LDA), one of the existing topic
models, can determine the main topic of students’ discourse.
LDA was created based on Bayesian probability and is widely
used in the field of education because of its reasonable
inference processes and hypothetical designs, combined with
its requirement for only a few parameters to configure.

LDA is always used to summarize the keywords and the
trends of topics in recent research in education, and is also
used to improve the quality of personalized resource
recommendations.

Odden used LDA to perform topic analysis on research
published in the Physics Education Research Conference
Proceedings from 2001 to 2018[1]. They aimed to analyze the
trends of research topics and identify the topics which have

received consistent attention. Through this research, they
supposed that LDA was expected to help in educational
research literature, referring that the analysis was “quantitative,
independent, and replicable”. Gurcan Fatih et al. used N-gram
modeling together with LDA to study e-learning articles
related to the COVID-19, and found the trends of research and
popular research issues during that time[2].

Due to the capability of LDA to assist in constructing
interest models for learners and computing user preferences,
some researchers utilized LDA to optimize personalized
resource recommendations in online education. Lin Qi et al.
achieved such optimization using LDA[3]. Peng Jiang et al.
combined LDA with Artificial Neural Networks for intelligent
user recommendation of online video courses[4]. Wei Kuang
et al. also utilized LDA to construct user interest models and
proposed a resource recommendation method for e-learning
systems[5].

The widespread application of LDA models in the online
education domain can be attributed to its capacity to enhance
the quality of feedback loops and its advantages over some
other methods. For example, Chai et al.[6] introduced a
method that uses LDA to detect topics in online course
feedback. The method can present the topics of feedback to
the teachers in the form of word clouds and analyze the
relationship between the feedback and various factors such as
students’ grade, satisfaction and learning outcomes. Deepak
and Shobha[7] used LDA to address the issue of identifying
students who fail to complete assigned tasks within the given
time in an online learning system. They employed LDA to
cluster texts and learners, and the results showed that it
achieved significant performance compared to other existing
algorithms.

However, this does not imply that LDA is the optimal
solution. There are still certain limitations in LDA. Li et al.
pointed out that the LDA model fails to use semantic
information to enhance feature representation, which may
impact the results of semantic analysis. Grootendorst
identified a limitation of the LDA model. It ignores the
semantic between words due to its use of a bag-of-words
representation, which leads to the result that the texts may not
be represented accurately[8]. Tajbakhsh, Mir Saman also
indicated that LDA disregards the semantic relationships
between words in short text clustering[9].



To solve the problem of LDA lacking semantic information,
it may be necessary to combine other methods with LDA to
further represent the semantics, thus improving the
performance of the model. This viewpoint was also shown in
the article by Ekinci Ekin et al. They argued that traditional
topic models have a significant limitation in which they
cannot capture topics related to semantics. Furthermore, they
emphasized the crucial role of semantic inference in topic
modeling[10]. There are current studies indicating that
semantic information can indeed affect the effectiveness of
topic modeling. Grootendorst[8] found that it has a better
performance in coherence of the result than LDA when using
BERTopic for dynamic topic modeling. The topic coherence
score is also significantly higher when using Word2vec
combined with LSA instead of PLSA[11]. In their analysis of
online discourse related to the Hong Kong extradition bill
incident, Xu[12] found that there is a better topic relevance
when combining LDA with BERT, with a 35.7%
enhancement compared to using LDA only.

In text clustering analysis, Li[13] used Word2Vec in
combination with LDA for topic modeling and clustering
analysis of academic article abstracts. The results showed that
their approach achieved approximately a 9% higher accuracy
compared to using LDA only. Similarly, George and
Sumathy[14] used BERT in combination with LDA for topic
modeling and clustering analysis of the open dataset CORD-
19, finding that their approach performed at least 10% better
than using LDA only.

It can be seen that incorporating semantic information into
topic modeling can significantly enhance its performance,
enabling researchers to conduct more in-depth analysis of the
results of topic modeling. In the current education domain,
there is still limited research on combining semantic
information with LDA for topic modeling and text clustering
analysis. Our research aims to propose a semantic-fusioned
LDA topic modeling algorithm for topic modeling and
clustering of educational texts.

II. METHODOLOGY

A. Data Preparation

To prove the stability and reliability of our method, we
collected two datasets (DATASET 1 and DATASET 2) for the
years 2018 and 2022 from the course "Instructional Design
Principles and Methods" on the China University MOOC
Platform. It was a 15-week introductory Educational
technology course. It provided learners with course materials,
lecture videos, reading materials, and test questions, as well as
forums to support peer interactions. Both datasets were
obtained from the interactive forum where students and
teachers engaged in discussions. Each row of the two datasets
contains the question, the student's account and the student's
answer. DATASET 1 consists of eight topics with 1397 rows
of raw text. DATASET 2 consists of five topics with 758 rows
of raw text. We pre-processed DATASET 1 and DATASET 2
by removing duplicates and blacks, and ended up with 1343
left in DATASET 1 and 703 left in DATASET 2.

B. Text representation with semantic

Text should first be transformed into a suitable
representation before it can be used as data[l5]. The
representation determines the effectiveness in natural
language processing(NLP) tasks. In the early days, researchers
commonly used one-hot coding and TF-IDF coding, but both
of them could only represent limited information. With the
development of deep learning, the representation of text has
shifted from discrete words to continuous vectors.

Continuous n-dimensional vectors can capture semantics.
Word2vec[16] and Glove[17] are pre-trained word embedding
models that are frequently used to convey semantics through a
continuous vector. However, they are static in capturing
lexical dimensions and neglect variations of semantic, so they
can’t represent long-term dependencies between words. In
order to better represent semantics, ELMo[18] and BERT[19]
have emerged. They generate dynamic word vectors for all
words based on context. But ELMo employs a recurrent
neural network(RNN), thus ELMo has shortcomings in
learning long-term dependencies. In contrast, BERT is based
on multi-head attention. So BERT is good at resolving long-
term dependencies of text and can therefore represent
semantic information of longer texts.

BERT was trained on the BooksCorpus dataset (800
million words) and text passages from the English Wikipedia.
BERT can be used on unannotated data directly from a pre-
trained model, or it can be fine-tuned for task-specific data.
The most common variants of BERT are Roberta[20],
DistilBERT[21], XLNet[22], ALBERT[23] and ERNIE
2.0[24]. Among them, ERNIE adapted the MASK
disambiguation technique and was trained on a Chinese
corpus. Therefore, ERNIE has significant improvements in
Chinese NLP tasks. In this paper, we use the pre-trained
ERNIE to generate embedding features for each text.

C. Proposed methodology

In this paper, we present a method (Figure 1) to LDA topic
modeling that incorporates semantics in the educational
domain. First of all, we used LDA for topic modeling in
DATASET 1 and DATASET 2, then we obtained probability
vectors (PVs) of the text belonging to each topic. Next,
considering ERNIE's strengths in Chinese text, we use it to
obtain sentence embedding (SEs) containing semantic
information. Then, we combined PVs and SEs to obtain
"Topic - Semantics" vectors (TSVs), a type of non-linear data.
Later, we used ISOMAP[25] to perform dimensionality
reduction on the TSVs and obtain DTSVs. Finally, we used
the K-means algorithm to cluster the DTSVs. While K-means
chooses centroids randomly before clustering, once the
centroids are poorly chosen, it may lead to unsatisfactory
clustering results. Thus, we used the Particle Swarm
Optimisation (PSO) algorithm to optimize K-means.
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Figure 1. A topic modeling method for LDA incorporating semantics in the educational domain

PSO was invented by James Kennedy and Russell Eberhart

inspired by the regularity of the foraging behavior of birds[26].

The algorithm works by initializing a flock of birds randomly
over the searching space, where each bird is referred to as a
“‘particle’’.

Consider that a set of ‘‘particles’” fly with a certain
velocity algorithm and move to find the global best position in
an iterative process. At each iteration of the algorithm, the
velocity vector for each particle is modified based on three
parameters: the particle momentum (The current speed of the
particle) , the best position reached by the particle and that of
all particles up to the current stage.

The positions and velocities of the particles are calculated
using equation (1) and equation (2).
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Where i
number of particles. x; is the current position of the particle. v;
is the directed velocity of the particle, representing the
memory term (momentum). w is the learning rate, indicating
the efficiency of the particle swarm learning after each
iteration. rand() is a random number between (0,1). pbest;
represents the current local searched optimum position
searched by the particle. gbest; represents the current searched
optimum position of the swarm.c; % rand() x (pbest; — x;) and
¢, % rand() < (ghest; — x;) represent the particle pi's cognitive
and the global cognitive of all particles respectively.

PSO continuously adjusts the distance between the initial
centroid and the global optimal centroid by continuous
iteration. Using the outcome of the PSO as the initial centroids

for K-means can effectively improve the result of K-means as

these centroids are close to the global optimal centroids.
Equation (3) is used to evaluate the clustering effect in each
iteration.
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Where Ciapeis=i represents the set of vectors that are labeled
with i after the KMEANS clustering in the current state. The
value of F(x) represents the total sum of squared distances
between each label and the vectors belonging to that label. A
smaller value of F(x) indicates a better clustering result for K-
means, and indicates that the current position of the particle is
more optimal.

D. Evaluation Metrics

To test our model, the Calinski-Harabasz (CH) Score and
the Silhouette Coefficient (SC) were used as criteria to
evaluate the result.

The CH score is the ratio of inter-cluster distance to intra-
cluster distance and is defined as follows:
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Where is the number of members in cluster, is the capacity
of the dataset, indicates the number of clusters and represents
the centroid of the dataset. The range of score is (0, +°°). The
higher the value of the CH index is, the better the clustering
validity is, that is, clusters are primely separated from each
other and are distinctly preferable.

The SC evaluates the effect of clustering through cohesion
and separation.The SC defined as:

=—-7L2 (5
Where a is the average distance from this sample to other
samples in the same cluster, b is the average distance from this
sample to all samples in the nearest neighboring cluster, N is
the number of clustered. The range of SC is [-1, 1]. If the SC
is close to -1, it indicates poor clustering and there are many



samples that should be grouped in the neighboring cluster. If
the SC is close to 0, it indicates that there are large areas of
overlap between clusters. If the SC is close to 1, it indicates
good clustering.

III. RESULT

To compare our method with LDA in terms of performance
improvement, the number of a priori topics was adjusted to the
number of topics in the original dataset. Specifically, in
DATASET 1, we set the number of a priori topics for LDA to
8. In DATASET 2, the number of a priori topics is set to 5.
Such a setup can better evaluate the performance of the LDA
model and our proposed method on different datasets while
ensuring fairness. Figure 2 and Figure 3 are word cloud results
of our method for some topics examples in DATASET 1 and
DATASET 2.In the three topic samples of DATASET 1, the
main topics student concern about were "Instruction, Design",
"Student, Instruction", and "Design, Curriculum". In the three
topic samples of DATASET 2, they were "Analysis,
Evaluation", "Instruction, Design", and "Training, Analysis".
It can be seen from the results above that students focus on
different topics when facing different topic samples, which
leads to the discrepancy on the topics among these samples.
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Figure 2. Some examples of topic word clouds from DataSet 1
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Figure 3. Some examples of topic word clouds from DataSet 2

To further analyze the scientific validity of our proposed
method and the performance improvement of our method, we
also conducted an ablation study using CH score and SC value.
Figure 4 shows the results on two datasets, comparing the CH
scores and SC values obtained by clustering using LDA,
Sentence Embedding (SE)+KMEANS, LDA+SE+KMEANS,
and our method, respectively.

We can see that our method shows superior performance in
all models. Specifically, on DATASET 1, our model achieves
the highest performance on both metrics. While on DATASET
2, compared to the next best performing LDA + SE +
KMEANS model, our model has a higher CH score but a
slightly lower SC value. We hypothesized that this may be due
to the fact that the topics in DATASET 2 are very different
from each other and the topics are not tightly structured
internally. To verify our hypothesis, we visualized our data.

Figure 5 and Figure 6 show the clustering results of our
method and other methods on DATASET 1 and DATASET 2.
Clearly, the data and clustering results of DATASET 1 are
closer than those of DATASET 2, which confirms our
hypothesis.

Figure 4. CH SCORE AND SC VALUE OF TWO DATASETS WITH DIFFERENT METHODS
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Figure 6. Visualization of clustering for DATASET 2

When comparing results on DATASET 1 and DATASET 2
by using our method, our model displays significantly greater
metric differences on DATASET 1 when compared to the
second-best LDA + SE + KMEANS method. Therefore, this
result implies that our method is more effective in dealing
with datasets with more clustered topic distributions. The PSO
algorithm played a key role in achieving this result by
optimizing the initial centroid selection of K-means to better
handle densely distributed data. This also confirms the power
of PSO for nonlinear optimization problems.

IV.CONCLUSION

In this study, we proposed a model for fusing semantic
information with LDA. Specifically, we collected two MOOC
datasets for testing and conducted an ablation study using SC
value and CH score as the criterion. The results showed that
our method is scientifically feasible and better than LDA in
the field of educational topic modeling.

The innovation of our method is to incorporate semantic
information into the LDA topic model and apply it to
education. We validated the feasibility and effectiveness of the
method in terms of performance. In future research, we will
investigate whether the topic model incorporating semantic
information can reflect students' cognition and analyze the
results at a fine-grained level.
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