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 

Abstract—In this work we consider different types of 

semantic dictionaries and describe the problems of their 

construction. We also describe the ontological-semantic rules 

proposed for ontology modification. We provide examples of 

such rules and describe the process to generate them. The 

software implementation of ontology modification using 

ontological-semantic rules is employed as a component of a 

question answering system integrated with the ontology. 

 
Keyword— ontology modification, semantic analyzer, basic 

ontological-semantic rules. 

 

I. INTRODUCTION 

ITH development of information technologies, the 

challenges of automated processing of natural 

language text become more and more urgent. One of the 

problems of automated text processing is the problem of 

organizing data storage in a structured way, with various 

additional information about stored elements — such as 

relations between these elements, names of these relations, 

hierarchical dependencies between them, qualificative 

semantic information etc. Ontologies that are used in many 

problems of automated text processing (for example, in 

development of question answering systems ([1-3]) and 

information retrieval systems ([4]), in classification systems 

([5]) and estimation of texts resemblance ([6], [7]), in 

plagiarism detection ([8]) and disambiguation ([9]), in 

problems of Semantic Matching in Search [10] and 

information retrieval [11] etc.), are storages of such kind. 

Also, ontologies are essential components of Semantic Web 

technology [12] that becomes more and more popular lately. 

Ontology creation and modification is a separate problem 

——————————————————————— 
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that does not have a universal solution in our days. One can 

distinguish two approaches: manual input (which is a very 

effort-consuming task requiring contribution from highly 

qualified specialists who know the domain of the ontology 

well) and automated input. The authors of the work [13] 

divide automated data input to the ontology into two stages: 

1) automatic or automated input using conventional 

lexicographic information (encyclopaedic, definition and 

other dictionaries as well as databases); 

2) automatic or automated input using analysis of  

distributional vocabulary characteristics in corpus of 

texts. 

In this work we propose a method for automatic of an 

object-oriented ontology modification using 

ontological-semantic rules of the latter type. 

In this work, by ontology modification we mean any of the 

listed below changes of the ontology: 

1) Name change of a Class, Object or relation of the 

ontology; 

2) Removal of a Class, Object or relation from the ontology; 

3) Addition of a new Class, Object or relation into the 

ontology; 

We propose the following scheme of ontology modification 

(see Fig. 1): 

1) User feeds the analyzed text in natural language into the 

system's input; 

2) The text proceeds into the input of the 

ontological-semantic analyzer (the detailed work 

description of such analyzer is provided in work [2]). The 

result of the analyzer's work is an ontological-semantic 

graph (a semantic graph, each node of which has a 

corresponding class or an object of the ontology). 

3) The resulting ontological-semantic graph is fed into the 

input of the module of automated ontology supplement, 

which, using special ontological-semantic rules, 

constructs a request for ontology modification (the 

details of such request construction and of the 

ontological-semantic rules will be provided further). 

In its work, the ontological-semantic analyzer uses data 

from the ontology (see [2] for details), together with the 

module of automated ontology supplement (the 

ontological-semantic rules lying in the base of the module use 

information from the ontology). 

In our work, we developed and implemented in software a 

Ontology Modification Using 

Ontological-Semantic Rules 

Anastasia Mochalova*, Victor Zacharov**, Vladimir Mochalov* 
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prototype of an ontology modification system using 

ontological-semantic rules. This system is employed as a 

component in a question answering system integrated with the 

ontology. The software implementation of the ontology 

modification system is based on an expert system (the 

program [14] has been registered) and a semantic analyzer 

(the program [15] has been registered). 

II. SEMANTIC DICTIONARIES 

The work quality of a question answering system strongly 

depends on completeness and accuracy of the data stored in 

semantic dictionaries used by the system. These dictionaries 

are employed in different modules of the QAS, including the 

syntactic analyzer [16]. In this section we will consider 

approaches to construct the thesaurus and role models 

dictionaries; all of them are kinds of semantic dictionaries. 

A. A general-purpose thesaurus 

A thesaurus in its general sense is a dictionary with semantic 

relations between dictionary units. Since the end of 1950s, 

thesauri have been used in systems for machine translation 

and information retrieval systems (IRS). 

In contrast with semantic dictionaries that are intended for 

detailed description of general lexis, thesauri are created to 

store and classify the ultimately concrete words and 

collocations. For example, the word вещество [substance] is 

in the RGPSD (Russian General-Purpose Semantic 

Dictionary), while all names of chemical substances are 

stored in a thesaurus. 

Which relationships are described in a thesaurus? As a rule, 

the following: 

1) AKO relationship (see examples in Fig. 2) 

2) POF relationship 

3) synonymy/antonomy 

4) associative relationships. 

 

Relationships stored in ontologies are much more numerous 

and various. 

These are paradigmatic relationships (stable relationships 

between words in a language or in a text). Syntagmatic 

(textual) relationships are not presented in the thesaurus in an 

explicit form. 

B. Role models dictionaries 

Let us employ such approach to semantic text analysis that 

a sentence is considered as some predicate and a set of 

arguments. Usually a verb (or another predicate word, e.g., a 

verbal noun) describing an action acts as a predicate, while 

actants are the arguments. 

When one has constructed a dictionary of verbal role 

models basing on usage of syntactic and morphological 

information, it is possible to define roles of nominal groups 

(arguments) by the predicate, as well as relations between 

them. For example, one can employ information about a 

preposition used with the nominal group and the case of the 

main word of the group. Nevertheless, syntactic information 

is not always sufficient. Consider an example: “Мы прибыли 

на автобусе на конференцию на пять дней” [We arrived by 

bus to a conference for five days]. An example of semantic 

parsing of this sentence is presented in Figure 3. 

The formal attributes (preposition+case) of some nominal 

groups coincide, so for correct interpretation of such 

sentence, one additionally needs a thesaurus. In such way, we 

obtain the following possible appearance of a dictionary entry 

presented in Table 1. (We assume the occurrence of a 

thesaurus containing categories “means of transportation” and 

“time interval”). 

 
Fig. 1.  Workflow of the system implementing automated ontology 

supplement. 

 

 

  

 
Fig. 2.  Example of an AKO relationship 

  

 
Fig.3.  Example of semantic analysis. 
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III. SEMANTIC RELATIONS    

In this work we use the term semantic relation (defined 

below) as the relation defining a link of type “Class-Class”, 

“Class-Object”, “Object-Class” or “Object-Object” in the 

considered object-oriented ontology. 

By semantic relation we mean a certain universal relation 

that a native speaker beholds in the language. This connection 

is binary: it connects two semantic nodes (each of which is a 

Class or an Object of the ontology) with each other [17]. By 

semantic nodes we mean syntaxems (syntaxem is an 

irreducible semantic-syntactic unit conveying primitive 

categorical meaning and acting as a structural component of a 

more complicated syntactic composition [18]). Let us say, 

that two different semantic nodes α and β are connected by the 

semantic relations R (R(α, β)) if there is a universal binary 

connection between α and β [17]. Direction of the connection 

is defined so that the formula R(α, β) would be equivalent to 

one of the following statements: 

1) “β is R for α”; 

2) “question R can be asked from α to β“. 

Below you can find examples of the semantic relations 

equivalent to the first statement: 

1) Description(вечер [evening], теплый [warm]); 

2) Action(дети [children], пошли купаться [went for a 

swim); 

3) Characteristic_of_action(разоделись [dressed], в пух и 

прах [to kill]); 

4) Time(опоздать [be late], на час [for an hour]). 

Below you can find examples of the semantic relations 

equivalent to the second statement: 

1) With_who(прийти [come], с другом [with a friend]); 

2) What_for(уронил [drop], нарочно [on purpose]); 

3) Whose(мамин [mother's], шарф [scarf]). 

It is obvious that these two types of relations are 

interdependent. 

IV. ONTOLOGICAL-SEMANTIC RULES 

By an ontological-semantic rule (OSR) we mean the rule of 

the form «if A, then B»  according to which the expert system 

performs actions described in the right side of the rule in case 

the conditions described in the left side are held.  

Let us put a fact of the expert system into correspondence 

with each syntaxeme allocated in the analyzed text. By the 

fact fi of the expert system we mean a set of six elements: 

(1) the class or the object of the ontology the syntaxeme 

belongs to; (2) morphological characteristics of the 

syntaxeme; (3) ontological characteristics of the syntaxeme; 

(4) syntaxeme position in the analyzed text; (5) link to the 

previous fact of the expert system (prev); (6) link to the next 

fact of the expert system (next). The syntaxeme with the 

minimal position in the analyzed text (f0) corresponds to the 

fact that has link to NULL as the link to the previous fact. The 

fact with the maximal position in the analyzed text (fn) has 

link to NULL as the link to the next fact. 

In such way, the analyzed text may be presented as a doubly 

linked list of facts F={ f0, f1, f2, …, fn} (see Fig. 4). 

The left side of the rule can contain a doubly linked list  of 

facts and/or Boolean functions having these facts as their 

arguments. 

The right side of the rule contains the list of the actions each 

of which can modify the ontology of elements corresponding 

to syntaxemes allocated in the analyzed text. A particular case 

of the actions performed in the right side of the rule are the 

functions for ontology modification. The full description of 

these functions as well as the functions used in the left side of 

the expert system rules is provided in work [2]. 

V. ONTOLOGY MODIFICATION USING 

ONTOLOGICAL-SEMANTIC RULES 

In the Explanatory Dictionary of the Russian Language by 

Ozhegov [19], the verb is defined as “the part of speech 

defining an action or a state, expressing this definition in 

forms of tense, person, number (in the present tense), gender 

(in the past tense) and forming participles and adverbial 

participles”. The examples from this section of ontology 

modification are taken from work [20]. We suggest to create 

OSRs with left sides containing the facts corresponding to the 

syntaxemes which are verbs. In Fig. 5 we show some 

functions for work with the ontology (the arrow drawn from 

the ontology to a function means that the function extracts 

information from the ontology; the arrow drawn in the 

opposite direction means that the function modifies data 

stored in the ontology). 

Below we consider an example of modification of an 

ontology part formed using the following functions (in square 

brackets we provide functions explanation): 

1) CreateClass(172, "страна [country]"); [Create a class 

“country” with id = 172] 

2) CreateClass(1023, "город [city]"); [Create a class “city” 

with id = 1023] 

3) CreateObject(462, 172, "Россия [Russia]"); [Create an 

object “Russia” with id = 462 belonging to the class with 

id = 172 (i. e. the class “country”)] 

4) CreateObject(4017, 1023, "Санкт-Петербург [Saint 

Petersburg]"); [Create an object “ Saint Petersburg” with 

id = 4017, belonging to the class with id = 10234 (i. e. the 

class “city”)] 

5) CreateRelation(7, "Принадлежит [belongs]"); [Create a 

relation “Belongs” with id = 7] 

6) CreateRelation(1023, 172, 7); [Create a relation with id = 

7 (i. e. the relation “Belongs” linking the class with id = 

1023 (i. e. the class “city”) and the class with id = 172 (i. 

e. the class “country”))] 

7) CreateRelation(4017, 462, 7); [Create a relation with id = 

7 (i. e. the relation “Belongs” linking the object with id = 

TABLE I 

AN EXAMPLE OF A DICTIONARY ENTRY FOR THE VERB “ARRIVE”. 

Role of the verb Preposition + case of 

the nominal group 

Class of the nominal 

group 

Mean На [by] + 

Prepositional case 

Means of 

transportation 

Duration На [for] + 

Accusative case 

Time interval 

Object localization На [to] + Accusative 

case 

Event 

 

 
Fig. 4. Doubly linked list of facts of the expert system.  
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4017 (i. e. the object “Saint Petersburg”) and the object 

with id = 462 (i. e. the object “Russia”))] 

In Fig. 6 we present the ontology part using the 

above-described functions. Let us consider the modification 

process for the ontology a part of which is presented in Fig. 6. 

Ontological-semantic rules will be applied to the analyzed 

text presented in one sentence “В августе 1914 года 

Николай II переименовал Санкт-Петербурга в Петроград 

[In August 1914, Nikolay II renamed Saint Petersburg into 

Petrograd]”. With use of the ontological-semantic analyzer 

described in work [21], we construct an ontological-semantic 

graph of this sentence (see Fig. 7). Each node of the 

ontological-semantic graph is a syntaxeme of the analyzed 

text, written in the lemmatized form. In curly brackets we 

provide the key ontological information about the 

corresponding graph node. 

As a result of the expert system operation using OSRs, 

modification of the above-decribed ontology will take place: 

upon expert system performing the OSR containing in its left 

part the verb “rename”, the name of the object formed 

previously by the function CreateObject(4017, 1023, 

"Санкт-Петербург [Saint Petersburg]") will be replaced with 

“Petrograd”. The information about exact modifications 

performed, together with their date, will be stored in a log file. 

Let us consider another example of the work of the expert 

system which takes the sentence “В 1878 году по 

Сан-Стефанскому мирному договору город Батум 

перешел от Османской Империи к России [In 1878, by the 

Treaty of San Stefano, the Batum city was seded from 

Ottoman Empire to Russia]” as its input. Using the 

ontological-semantic analyzer, we will construct the 

corresponding ontological-semantic graph on this sentence 

and modify the existing ontology using the following 

functions: 

1) RemoveRelation(552, 7645, 7); [Remove the relation 

with id = 7 (i. e. the relation “Belongs”, linking the object 

with id = 552 (i. e. the object “Batum”) and the object 

with id = 7645 ( i. e. the object “Ottoman Empire”))] 

2) CreateRelation(552, 462, 7); [Create a relation with id = 

7 (i. e. the relation “Belongs”, linking the object with id = 

552 (i. e. object “Batum”) and the object with id = 462 (i. 

e. the object “Russia”))] 

Prepositions play a special role when constructing 

ontological-semantic rules for ontology modification. A 

significant part of semantic relations of verbs with other parts 

of speech is formed using prepositions. Though prepositions 

have abstract meaning, they manage to organize meaningful 

context when connecting meaningful parts of speech.  

Prepositional constructions used to be described from the 

grammatical point of view and their semantics used to be 

neglected. One can hardly mention any corpus-based works 

dedicated to the Russian prepositions except for the paper by 

Klyshinsky [22], and a couple of others. It is also difficult to 

transform a set of constructions into a construction-based 

dictionary or grammar. To solve this task, one should pay 

attention to synonymy and variability of the constructions, 

variability of their grammatical features, and so on. For 

example, different constructions with the verb прятаться [to 

hide] differ in dynamical-statical aspect (in Russian meanings 

of such constructions would depend on the preposition chosen 

and on the case of the dependent component), while different 

constructions with the verb ударять [to strike] differ in 

manner of action (you can strike someone or you can strike 

the bell: in Russian, these constructions would include 

different prepositions). Treating constructions this way, we 

can grasp and describe normal “behavior” of constructions as 

well as abnormal cases (like the classical Goldberg's example 

to sneeze the napkin off the table [23]). 

Below we provide an example showing how, depending on 

the context in two different sentences, two different semantic 

dependencies could be discovered (which means the ontology 

modification should also differ in the first and in the second 

case) with equal arguments: 

1) Из-за огромных сугробов, наметенных в последнюю 

метель, экспедиция вышла на неделю позже. [Due to 

the huge snowbanks drifted by the recent blizzard, the 

expedition started a week later.] → REASON(выходить 

[start], из-за сугроб [due to snowbank])) 

2) Из-за сугробов вышла маленькая девочка в сером 

 
Fig. 5. Functions for work with the ontology.  

 

 
Fig. 6. An example of an ontology part. 

 

 
Fig. 7. Ontological-semantic graph. 
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пальтишке. [A little girl in a gray coat appeared from 

behind the snowbanks]  PLACE(выходить [appear], 

из-за сугроб [from behind snowbank]) 

VI. CONCLUSION 

In this work we developed and implemented in software a 

prototype of a system for ontology modification using a 

database of ontological-semantic rules. This system is 

employed as a component of a question answering system 

using data from the ontology. The ontological-semantic rules 

for ontology modification were constructed, primarily, 

considering peculiarities of verbs and prepositions of the 

Russian language. In their description the rules use both 

morphological and ontological information about described 

objects. In the future we plan to extend the base of 

ontological-semantic rules, and employ context information 

as well as morphological and ontological information about 

syntaxemes. 
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 
Abstract — Nowadays, one of the effectively used technique in 

wireless communication area is an orthogonal frequency 
division multiplexing (OFDM). In OFDM systems, channel 
impairments due to multipath dispersive wireless channels can 
cause deep fades in wireless channels. Therefore, an accurate 
and computationally efficient channel state information 
necessary when coherent detection is involved in the OFDM 
receiver. Hence, it is essential to have a good channel estimation 
method for OFDM systems in wireless communication. And 
normally one of the good channel estimation methods is a 
semi-blind channel estimation. On the other hand, the 
semi-blind method requires a large number of processing 
operations. In order to avoid the high complexity of the existing 
method, the semi-blind channel estimation has been optimized. 
At the receiver side, we calculate subspace decomposition for 
blind channel estimation and further to improve channel 
estimation we use training based technique to estimate channel 
state information. Next, we combine these channel estimations 
as semi-blind channel estimation methods and we optimized 
semi-blind channel estimation by choosing an optimal technique 
for training based channel estimation. 
 

Keyword—Semi-blind channel estimation, OFDM, least 
square and scaled LS  

I. INTRODUCTION 

n wideband digital communications the orthogonal 
frequency division multiplexing (OFDM) is used for 

splitting  a  high-rate  datastream  into  number  of  lower  rate  
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streams that are transmitted simultaneously over a number of 
subcarriers for easy transmission. The OFDM technique is  
applicable in digital terrestrial multimedia broadcast (DTMB) 
[1], digital subscriber line (DSL) broadband internet access, 
wireless network, long term evolution (LTE) [2-3], and 4G  
the transmitter modulates the message bit sequences into 
phase shift keying (PSK) / quadrature amplitude modulation 
(QAM) symbol. And then it performs inverse discrete fourier 
transform (IDFT) on the symbols for conversion them from 
the frequency domain to time-domain signals. Usually, next 
step is the insertion of cyclic prefix (CP) in OFDM system. 
The reason for the CP is to avoid intercarrier interference 
(ICI) which occurs by a multipath channel. And it also 
provides good bandwidth efficiency on the receiver side. In 
our OFDM system, we use zero padding (ZP) instead of CP. 
Generally, the ZP replaces nonzero CP by zeros. The 
ZP-OFDM system has the same spectral efficiency as 
CP-OFDM system by the condition of the number of zero 
symbols equals the CP length. Lastly, the transmitter sends the 
time-domain signals out through a wireless channel.  

In OFDM system, a wireless channel plays a big role for 
the transmission performance. That is why estimating the 
channel has a significant impact on the efficiency of the 
transmission performance. We observe one of efficient 
channel estimation methods that are widely utilized in OFDM 
systems is called a semi-blind channel estimation. The 
importance of using a semi-blind channel estimation method 
is a tradeoff between computational complexity and spectral 
efficiency. To accomplish channel estimation numerous 
works subspace decomposition methods have been proposed 
[4-6]. However, these methods use complex computational 
schemes that may also reduce spectral efficiency. To improve 
the spectral efficiency of the channel a subspace pursuit 
algorithm has been proposed estimation in [7]. This algorithm 
uses a combination of two algorithms to work for low pilot 
density, which makes the implementation complicated. A 
method improving the channel estimation with lower 
computational difficulty has been introduced in [8]. 
Nevertheless, it works well when there are few OFDM 
symbols. Consequently, for working out all symbols the 
computation amount will be increased. Another method 
proposed to decrease channel estimation error by subspace 
estimation bases on a block matrix [9]. But, the calculation 
and  formation  of  a burst  of  stacked  OFDM  symbols  create  

A performance analysis of optimized semi-blind 
channel estimation method in OFDM systems 
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Fig. 1 SISO ZP-OFDM system model 

 
extra complexity by increasing the computational power in 
channel estimation. A redundant linear  precoding  based  
semi-blind  channel  estimation  is developed in [10]. 
Moreover, it is complex to construct a matrix for semi-blind 
channel estimation. Therefore, we improved the spectral 
efficiency and reduced computation complexity of semi-blind 
channel estimation in single input single output (SISO) 
OFDM systems. With the intention to evaluate the efficiency 
of the modified semi-blind channel estimation technique, we 
compared the simulation results with conventional channel 
estimation techniques. 

II.  DESCRIPTION FOR SYSTEM MODEL  

In this part, we overview OFDM system model. We 
consider the system model with a total number of N size of 
OFDM subcarriers. Hence, the mth transmitted block of 
OFDM symbols can be stated as 

     1 , ,
T

N Nm S m S m   S , and here T[ ] is the transpose 

operator. First, we apply IDFT process and the signal will be 

 1( ) [ ( ), , ( )]T H
N N N Nm s m s m m s F S        (1) 

here 2(1 ) j kn N
N N e F is IDFT matrix with size N, where 

 0, 1, 2..,k    are discrete Fourier series coefficients. Then 

we add ZP to ( )N ms , and after that the OFDM symbol 

becomes 1( ) [ ( ), , ( )]ZP ZP T
ZP Dm s m s ms , here is D N P  , 

and P is the ZP length. 
The FIR filter models channel impulse response 

as 0 1[ , , ]T
D Dh h h . Normally, the channel order size is 

longer than ZP size which is  

 0
.

0
i

D

h i L
h

else
 

                             (2) 

Hence according to (2) channel parameter vector is 
assumed as 0[ , , ]h T

Lh h . And in consequence of each 

transmitting OFDM symbol size, the channel vector could be 
expressed as following 0[ , , ,0, ,0]T

D Lh hh . 

After transmitting ( )ZP ms through the SISO channels, the 

discrete-time signal from the receiver antenna is given by  

0

(t) ( ) ( ) ( )
L

l

l t t


 r h s n                         (3) 

where  1( ) ( ), , ( )Dl h l h lh  and ( )tn is additive gaussian 

white noise (AWGN) with zero-mean and variance 2
n .  

In the receiver block, the received stacking signal 
becomes ( ), 1,...,t t mD mD D  r . Hence, the mth 

intersymbol interference (ISI) free vector can be obtained by 
the insertion of ZP in the transmitted signal as follows 

                                  m m m r Hs n                                (4) 

where H is filtering matrix with D D  lower triangular 

toeplitz matrix with the first column 0[ , , ,0, ,0]T
Lh h and 

the first row 0[ ,0, ,0]h . The mth received block of 

symbols ( )ZP mr  can be expressed as 

( ) ( ) ( ).ZP ZPm m m r Hs n                     (5) 

Supposing frequency synchronization and perfect timing, 
the OFDM demodulator eliminates the ZP and then transform 
the rest received signals to the frequency domain by DFT for 
obtaining the frequency domain ZP free received signals. 
After ZP removal from expression (4), the simplified system 
mathematical model can be described as 

( ) ( ) ( )N Nm m m R H S N                       (6) 

where N N NNH F h is the channel frequency response 

and ( )mN is AWGN vector after transformation of DFT. 

Now let us consider the transmitted mth received block 
block of OFDM symbols passed through multipath fading 
channel and mth received signal block became as 

( ) ( ) ( )ZPm m m r AS n                    (7) 

where A = WH , where W  is OFDM modulation matrix 

which consists of   ( 1 )N d n
Ndn

W   W , 0 1n ,...,N  , 

0 1d ,...,D   and 2j / N
NW e  and ( )mn is gaussian white 

noise with variance 2 . And the problem statement here is 
the estimation of H channel accurately by using fewer pilot 
signals which contained in received signal. 

III.  THE CHANNEL ESTIMATION 

A. Semi-blind channel estimation 

First, we estimate the channel in second order statistics 
blindly because we do not have any information about 
transmitted signals. The satisfying situation here H can be 
identified blindly up to ambiguity matrix A. For subspace 
channel estimation we calculate singular value decomposition 
(SVD) of received stacking signal matrix ( )mr  according to 

(7). Or also we can calculate an eigenvalue decomposition 
(EVD) of autocorrelation matrix of received stacking signal 

( )mr  which we have  

.H rr ss nnR HR H R                             (8) 

And here rrR , ssR and nnR  notations are the autocorrelation 

matrix of ( )mr , ( )N ms , ( )mn and 2
DnnR I , and DI  is a 

unit matrix. And the autocorrelation matrices rrR and ssR  

stand as full rank. Now we get D eigenvalues
1, , D  , after 

performing EVD of rrR . As the result we have 
2

1 1N N D           in descending order, here 

1, , N  is an area for the signal subspace, also 1, ,N D   

is an area for the noise subspace. Suppose we can notate the 
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noise subspace vector as g i  ( 0 1i L   ) and due to the 

orthogonal subspace signal to g i , we can note that 

0g HH
i                                     (9) 

here the channel matrix H  has a similar structure with 
channel matrix used in (3). Now we can transform (9) 
equivalently as given 

0i G h                                   (10) 

here H
ig vector is transformed into iG  a matrix which 

consists of D D  dimension lower triangular toeplitz matrix 
with the first column  0[ , , ,0, ,0]H H T

Lg g and the first 

row 0[ ,0, ,0]Hg  and h is same as described in (2). 

The calculation of (10) will take more computation, 
therefore, computation of iG can be eliminated by 

transforming it to 

Q G G
L-1

H
i i

i=0

= .                         (11) 

And further calculating it in the quadratic equation ( ) 0q h  

which is 
( ) .Hq h h Qh = 0                         (12) 

In the other hand minimization of ( )q h can cause h=0 for that 

reason, minimization should be focused on the selection of 
proper constraint. Normally natural constraint would be 

1h because in the receiver side the received signal power 

is roughly constant in practice. Therefore estimating h 
channel is unit-norm eigenvector related to the smallest 
eigenvalue of Q which is  

.Hh Qh = 0                               (13) 
The calculation of blind methods is slow in convergence 

rate that is why it is better to use a few pilots for getting the 
channel knowledge and get initial channel estimation to 
decrease complication of the channel estimation. Assume we 
have pilN  pilots as frequency domain signal in the transmitter 

which is (1), , ( )   pil pil pilS S S N . At the receiver, received 

frequency domain pilot signals are 

(1), , ( )   pil pil pilR R R N . Now we can calculate a least 

square (LS) channel estimation of pilot signal is 

(1) ( )
, , .

(1) ( )
pil pil pil

LS

pil pil pil

R R N

S S N

 
  
  

H                   (14) 

Now we can write as pil LSH H and it can be described as 

the time domain training based channel estimation 
H

pil pil pilh F H                              (15) 

here pilF  is DFT matrix of the pilot signals. This condition is 

true when pilF  consists of first L+1 columns of NF . And a 

number of selected rows matches with the pilot signals 
number.  

Let us bring up the system of the equations as   

0
.

H

pil pil pil

 




h Qh
F h H

                           (16) 

Meanwhile, the system of equations are calculated in the least 
square sense, therefore quadratic equation can be minimized 
as  

2( ) || ||H
pilq   h h Qh h h                   (17) 

here h is a true channel with the same size pilot signal. And 
the difference of pilot symbols alone are not enough for the 

estimation of the channel, therefore, the channel estimation ĥ  
can be approximated as  

 ˆ
pil pil



  
1

Qh Q I h αh                    (18) 

here QI  is a unit matrix which is equivalent to Q  the matrix 

and α is a relational factor between pilh  and ĥ , on the other 

hand, α  can also be interpreted as optimization matrix which 
is actual channel parameter can be approached by pilh . 

B.  Optimization in semi-blind channel estimation  

To obtain the signal and noise subspaces for semi-blind 
channel estimation we need the actual true 

rrR autocorrelation matrix. In the real practice, the rrR  is 

estimated by dividing to M blocks by 
1

0

1
( ) ( )

M
H

ZP ZP
m

m m
M





 rrR r r                      (19) 

here M is the number of the received signals. The rrR  closes 

to rrR  unlimitedly when M inclines to infinite. And the 
essential condition for performing EVD decomposition 

the rrR  must be full-rank. For this reason, we must ensure that 
there have to be enough received symbols in the receiver. We 
can also describe (19) in the following way 

H
nn rr ssR HR H R                          (20) 

which is here  
1

0

1
( ) ( )

N
H

M M
k

k k
N





 ssR s s                       (21) 

Now we perform EVD of rrR  and we obtain new 

Q matrix, which we rewrite as Q . Subsequently, the initial 
time domain blind channel estimation is an unit-norm 
eigenvector related to the smallest eigenvalue of Q which can 

also be described by Qh . Thus we can rewrite (13) as follows  

.H Q Qh Qh 0                                (22) 

Let us also try to choose optimal computation of LS 
method by applying the Scaled LS (SLS) channel estimation 
from [11]  

 

    

HH
SLS LS12 H

HH

tr

tr trSS






R
H H

R
            (23) 

here HHR is autocorrelation matrix of H， S  is pilN  pilots  

frequency domain signal and tr   is a trace of a matrix. 

The  HHtr R  trace is not a limiting factor than knowing 

of HHR , which also less limiting than even knowing of H 

itself. In simulation, the condition of knowing  HHtr R can 

be replaced by LS estimator which by using the LS-based 
consistent instead of H as 

   LS

H
HH LStr trˆ R H H .                     (24) 

Now we can use (24) instead of  HHtr R in (23). A resulting 

training based channel estimator become as the LS-SLS 

estimator
HLS SLS  and we can change to H Hpil LS SLS .  
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Fig.2 MSE results by using QPSK modulation in OFDM system. 

Fig.3 BER vs. SNR results on the basis of QPSK in OFDM system. 

Correspondingly, the channel information in (18) can be 
modified as 

 ˆ .modified pil pil



  
1

Qh Q I h αh               (25) 

But, here it is difficult to satisfy the equation (22) because the 

noise channel, the Q matrix contain the noise power. 
 
For this reason, let error of (22) be as follows 

.He  Q Qh Qh                               (26) 

Henceforth 0e  , now the orthogonality condition of initial 
time domain blind channel estimate and noise subspace is 
damaged due to the interference of noise. We consider the 
system estimation error e  have been initiated by noise. As a 
result, one favorable way for improving the system estimation 

performance is removing the estimation error from Q  matrix 
as follows 

recomposed e  QQ Q I .                     (27) 

So a new relational factor coefficient defined by β  such as 

 
1
.recomposed



  Qβ Q I                     (28) 

Corresponding to (25), we can achieve optimized semi-blind 
channel estimation as follows 

ˆ ˆ
opt pilh βh                                (29) 

Targeting to achieve an improved channel estimation 
performance, we can calculate α  as in (18) and dip this 
relational factor to (29), as given 

Fig.4 MSE results by using16 QAM modulation in OFDM system. 

 
Fig.5 BER vs. SNR results on the basis of 16 QAM in OFDM system.  

ˆ .opt pilh βαh                            (30) 

IV. SIMULATION RESULTS  

In the simulation results for improving the performance of 
the system, we decreased the noise interference and also 
modified the channel estimate in proposed semi-blind 
estimation. During simulation process, we used for each 
OFDM symbol N=64 subcarriers and the ZP with the length 
of 16. For the channel, we used the Rayleigh multipath fading 
channel. In the receiver part, we used zero forcing equalizer in 
corresponding to the result of channel estimation on the 
transmission channel. And we denoted the channel estimation 
as (CE) in the figures. Also for getting results in all simulation 
runs, we averaged the results by over 4000 Monte-Carlo runs.   
In Fig. 2 QPSK modulation is used to compare the MSE of 
our proposed semi-blind channel estimation with LS 
estimation and conventional semi-blind channel estimation. 
The proposed semi-blind channel estimation is optimized by 
the LS-SLS channel estimation. We can see from the 
simulation results that the optimized semi-blind channel 
estimation outperformed the conventional semi-blind channel 
estimation by 1.5-2 dB and LS channel estimation by 6-6.5 
dB. In Fig. 3 a bit error rate (BER) verses to signal noise ratio 
(SNR) is calculated and same methods was compared in Fig. 2. 
From the result, it is appearing that the proposed semi-blind 
channel estimation has a similar result with conventional 
semi-blind channel estimation but still both of them have 
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better results than LS channel estimation. However, they 
performed better on 28 dB than 30 dB. Thus we conclude that  
semi-blind and proposed semi-blind CEs performing better in 
lower 28-30 dB in our system on the basis of QPSK 
modulation.  

We also applied the QAM 16 modulation in our 
simulation for showing our proposed channel estimation 
objectively. And we have calculated MSE comparison in 
QAM 16 modulation and the simulation result shows that our 
proposed semi-blind channel estimation still outperform other 
channel estimation methods. Also, the BER comparison was 
calculated in Fig. 5 from the result we can see BER 
performance of the proposed semi-blind channel estimation 
has also the same result with conventional semi-blind channel 
estimation but in higher SNR it is still performing better than 
the result of Fig. 3. However, it has less BER performance in 
lower SNR, the reason for that is 16 QAM modulation scheme. 
Because of 16 QAM, modulation scheme consumes more 
energy than QPSK modulation. For instance to transmit four 
bits for each 16 QAM symbol rather than the transmitting the 
two bits per QPSK symbol. 

In more demonstrating purpose of our proposed method, 
we also used normalized estimation mean square errors 
(NMSE) as expressed in [12] 

 

2
1

w

2t
1

ˆ
1

NMSE min
wN

w
F

ww F
N






 

h t h

h
 (31) 

where w is a number of iteration, 
F
 is the Frobenius norm 

and t taken from ĥ = ht which we called relative coefficient 
between estimated and actual channel values. Consequently, 
Fig.6 and Fig. 7 have been calculated in NMSE. And the 
results show that the proposed method outperforms in NMSE 
analysis as well. Therefore, we concluded that the proposed 
method is outperforming in both MSE and NMSE cases. 

V. CONCLUSION 

In this research paper, we simulated a number of estimation 
methods for SISO ZP-OFDM system. The purpose of using 
ZP features in OFDM is a simplification of the system in the 
implementation part. The first condition of the channel is that 
it estimated up to ambiguity matrix by using subspace 
decomposition. As the simple sequence of the conventional 
semi-blind channel estimation, the second condition was 
estimated ambiguity matrix by pilot signals. In the proposed 
semi-blind channel estimation method, we eliminated 
subspace decomposition estimation error which is caused by 
noise in the channel. Further, we have used training based 
LS-SLS channel estimation for optimization of proposed 
semi-blind channel estimation. From the simulation results of 
MSE and NMSE, we can see that the proposed optimized 
semi-blind channel estimation method outperforms 
conventional semi-blind channel estimation. And the 
proposed optimized semi-blind channel estimation method is 
applicable to various modulations such as phase shift keying 
(PSK) and quadrature amplitude modulations (QAM). 
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Fig. 6 NMSE of CEs in OFDM system on the basis of QPSK with Nw =4000. 

 

Fig. 7 NMSE of CEs in OFDM system on the basis of 16 QAM with Nw 
=4000. 
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Abstract At present, the user experience provided by smart 

mobile terminals is limited to the battery capacity. This paper 
focuses on how to improve the energy efficiency of terminals in 
OFDMA-based wireless multicast systems with 
frequency-selective channels. We assume that multicast 
terminals can switch to sleep mode during the transmission of 
some OFDM symbols according to their OFDMA frame-level 
quality of service (QoS) requirements. Based on it, we combine 
resource allocation with terminal sleeping mechanism, and 
propose a new resource allocation problem model. The task is 
to minimize the total time when terminals are in receive mode 
through jointly optimizing the subcarrier allocation for 
different multicast terminals and the power allocation between 
different subcarriers, which is a NP-hard problem. To adapt to 
the needs of real-time applications, we separate subcarrier and 
power allocation, and propose a low-complexity suboptimal 
algorithm for this problem. Performance evaluations are 
conducted in homogenous and heterogeneous networks 
respectively. Simulation results show that compared with 
traditional multicast and unicast, our proposed method reduce 
the total energy consumption of terminals significantly with the 
same QoS requirements of terminals guaranteed. Additionally, 
the advantage of our proposed method over traditional 
multicast diminishes with the increase of the maximum 
transmission power, and increase with the number of multicast 
terminals and OFDM symbols in an OFDMA frame. 
 
Keyword Energy Consumption, Terminal, Resource 

Allocation, OFDMA, Multicast 
 

I.  INTRODUCTION 
ith the development of smart mobile devices and 
communication technology, the mobile traffic is 

growing significantly in recent years, which stimulates the 
research of green communication. Since base stations occupy 
the most of energy consumption, the majority of the related 
research works were conducted from the perspective of base 
stations. Actually, the development of mobile applications 
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makes user experience more and more limited to the battery 
capacity. Therefore, it makes sense to improve the energy 
efficiency of terminals.    

Both multicasting and orthogonal frequency division 
multiple access (OFDMA) are identified as efficient 
techniques to address the challenge of limited system 
resources. In OFDMA-based wireless multicast system, 
resource allocation is an effective technique that can improve 
the spectrum efficiency compared to traditional multicast [1], 
[2], [3]. In [4] and [5], it is proved that clustering the 
multicast terminals can increase the spectrum efficiency 
further. It should be pointed out that in the clustering scheme 
no subcarrier can be shared by multiple clusters, which is 
referred to as Scheme I. Reference [6] assumed that each 
subcarrier can be allocated to all the multicast terminals, 
which is referred to as Scheme II. Scheme I means that a 
terminal that does not belong to the allocated terminals of a 
subcarrier may have a better channel condition on this 
subcarrier. If the allocated terminals can receive the 
transmitted message on the subcarrier, the terminal with a 
better channel condition will definitely receive the same 
message. Accordingly, Scheme II can utilize the 
transmission resource more efficiently than Scheme I. 
However, [6] did not take the QoS requirements of terminals 
into account. And the above research works do not consider 
the energy efficiency of multicast terminals. References [7] 
and [8] studied the energy efficiency of multicast terminals 
through resource allocation based on OFDMA system. 
Nevertheless, in [7] the channel conditions on all the 
subcarriers are assumed the same, which ignores the 
frequency-selective channels. And the energy consumption 
model of terminals in [8] needs to be improved to adapt to the 
OFDMA-based system more effectively.  

In this paper, we aim at reducing the energy consumption 
of terminals in OFDMA-based multicast system with the 
QoS requirements of terminals guaranteed for the 
frequency-selective channels.  In our system, each subcarrier 
can be allocated to all the multicast terminals. We combine 
resource allocation with terminal sleep model to reduce the 
energy consumption of terminals. The terminals are switched 
to sleep mode when their QoS requirements are satisfied 
during the transmission of each OFDMA frame. The 
formulated optimization problem is solved using a 
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Systems 
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low-complexity algorithm through optimizing the subcarrier 
allocation and power allocation separately.  

The rest of this paper is organized as follows. Section II 
firstly presents our system model and then formulates the 
energy efficiency optimization problem in OFDMA-based 
multicast system. Section III proposed a low-complexity 
algorithm for the optimization problem. Simulations are 
conducted in Section IV followed by the conclusions in 
Section V. 

 

II. SYSTEM MODEL AND PROBLEM FORMULATION 

A. System Model 
The resource allocation model in OFDMA-based multicast 

system is illustrated in Figure 1. We consider single-cell 
multicast systems and frequency-selective channels. 
Furthermore, each subcarrier can be shared by all the 
terminals. In this paper, the channel condition of each 
terminal remains constant in an OFDMA frame with block 
fading. And we assume that the base station have perfect 
channel state information (CSI) of different terminals on all 
the subcarriers. In LTE, the CSI can be reported periodically 
to the base station through physical uplink control channel 
(PUCCH) from terminals. It is essential for the link 
adaptation at the base station, including adjusting the 
transmission rate with adaptive modulation and coding 
(AMC) [9]. In this paper, the CSI is used by resource 
allocation algorithm to minimize the energy consumption of 
terminals with the total transmission power constraint. 
Dynamic resource allocation means that the allocated 
subcarriers of each terminal vary in different OFDMA 
frames. So each terminal will receive different discontinuous 
parts of the original message. Therefore, we assume that the 
source content are encoded with erasure coding (e.g., 
fountain coding) or multiple description coding [10] 
beforehand so that terminals can recover the original content 
once the minimum  amount of data is received, regardless of 
the specific received sequence of data. An OFDMA frame 
consists of symbols in the time domain and subcarriers in the 
frequency domain. A symbol and subcarrier combination is 
the minimal allocable unit, which is called a tile  [7], [11], 
[12], and each tile can be coded and modulated individually 
according to the subcarrier and power allocation results. Let 

kc be the number of loaded bits on subcarrier k  with 

0,1, ,kc M  where M is the maximum number of 

loaded bits. Let minR  be the minimum rate required by each 
terminal. As is in [12], it can be transformed into the 
minimal number of bits in an OFDMA frame required by 
each terminal minH , referred to as QoS requirement  in this 
paper. In the 3GPP technical specification of [9], 
Discontinuous transmission (DRX) is supported to enable 
mobile terminal power saving in LTE system. It means that 
in order to save power, terminals can almost close the 
receiving module and turn to sleep mode when they do not 
need to receive information. Moreover, DRX has been 
introduced to multimedia broadcast/multicast service [13]. 

Additionally, we refer to [7] and assume that the energy 
assumption when terminals receive data depends on the time 
when they are in receive mode. For the OFDMA frame model 
as shown in figure 1, once the QoS requirement of a terminal 
is satisfied, this terminal can switch to sleep mode during the 
transmission of the remaining OFDM symbols. So the 
consumed energy of terminals is in direct proportion to the 
number of OFDM symbols they receive. In this paper, energy 
efficiency is defined as the inverse of the energy consumption 
of terminals required to satisfy the QoS requirements of 
terminals. 

The minimal
allocable unit: tile

An OFDMA frame

An OFDM symbol

A
subcarrier

Time domain

Frequency domain

Fig. 1.  The resource allocation model in OFDMA-based multicast system 
 

B. Problem Formulation 
We consider an OFDMA-based multicast system with 

K subcarriers and N terminals which request the same data 
service. There are S symbols in an OFDMA frame. Let ,k nh  

be the channel gain of terminal n  on subcarrier k  . To 
ensure that terminal n  can decode kc  loaded bit on 
subcarrier k , the required power kp  should satisfy 

2
,k k k np f c h . We consider M-ary quadrature amplitude 

modulation (M-QAM), then kf c  
210 4 2 1

3
nc

e
N

Q p  where ep  is target bit error rate, 

0 2N  is the variance of additive white Gaussian noise, and 
1Q x is the inverse function of Q x  with 

2 21
2

t

x
Q x e dt  [6]. Let ,k n be a subcarrier 

allocation indicator which is 1 if subcarrier k is allocated to 
terminal n , and 0 otherwise. Note that in our system, the 
energy consumption of terminals is in direct proportion to the 
number of OFDMA symbols required to satisfy the QoS 
requirements of terminals. Accordingly, our problem is 
formulated as follows 
 

                            
min

1
,

1

Hmin
N

K
n

k n k
k

c
                                  (1) 
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            s.t.        , 0,1 , ,k n n k                                (2) 

{0,1,..., }kc M k                                (3) 

min

,
1

H ,
K

k n k
k

c n
S

                               (4) 

,
2

,

, ,k
k

k n

k n n k
f c

p
h

                            (5) 

max
1

, 0
K

k k
k

p P p                                  (6) 

 
where constraint (4) corresponds to the QoS requirements of 
terminals. maxP  represents the maximum transmission 
power and constraint (6) corresponds to the total 
transmission power limitation. So our optimization problem 
is to minimize the total number of OFDMA symbols needed 
to satisfy the QoS requirements of terminals through 
optimizing the subcarrier allocation ,k n and the power 

allocation kp /bit allocation kc . Because kp  is 

continuous and kc  is discrete, it is much more convenient to 
search the optimal bit allocation than power allocation. In 
traditional multicast, the total transmission power is equally 
allocated to all the subcarriers (i.e., maxkp P K , k ), and 
each subcarrier is shared by all the terminals (i.e., 

, =1, ,n k n k ). In this way, the bit rate on each subcarrier is 
limited by the terminal with the worst channel gain. Thus 
traditional multicast needs too many OFDM symbols to 
satisfy the QoS requirements of terminals. In the next section 
we will investigate how to improve the energy efficiency of 
traditional multicast. 

 

III. USER-BASED ENERGY-EFFICIENT RESOURCE 
ALLOCATION ALGORITHM 

The optimization problem of equation (1)-(6) is a 
nonlinear integer programming problem. And it is NP-hard 
[6]. The optimal solution can be derived by exhaustive search. 
When exhaustive search is used, the number of possible 
subcarrier allocations is kN  and each possible subcarrier 

allocation corresponds 1 KM  possible bit allocations. 
The optimal combination of subcarrier and bit allocation is 
the one that makes subjective function the smallest. 
Therefore, the complexity of exhaustive search is 

1 KkN M  , which makes this method unsuitable for 
real-time applications. A low-complexity algorithm is 
necessary for this dynamic resource allocation problem.  

The set of the terminals that are allocated subcarrier k  
can be expressed as kU = ,: 1, 1,2,...,n kn n N . And 

the set of the subcarriers that allocated to terminal n can be 
expressed as ,n : 1, 1, 2,...,K = n kk k K . We define 

longitudinal rate n  as 
n

n k
k K

c , which means the total 

number of loaded bits allocated to terminal n  in an OFDMA 
frame. The energy consumption of each terminal can be 
expressed as nE = min

nH , where a means round a to 

the nearest integer no less than a . Thus when the channel 
conditions on all the subcarriers are determined, we expect 
the longitudinal rate of each terminal to be as large as 
possible to reduce the number of OFDMA symbols required 
to satisfy the terminals  QoS requirements. Considering the 
constraint of real-time applications on complexity, we 
separate subcarrier and power allocation, and propose a 
low-complexity suboptimal algorithm. In this algorithm, the 
power allocation remains unchanged during subcarrier 
allocation, and the subcarrier allocation remains unchanged 
during power allocation. But bit allocation is changeable in 
both subcarrier and power allocation. 

A. Initial Allocation 
Traditional multicast is applied to the initial allocation, 

i.e., max ,kp P K k , and , =1, ,n k n k . Since the 

number of loaded bit on subcarrier k is determined by the 
worst channel condition of kU  and the power on this 
subcarrier, it can be calculated according to equation (5) as 
follows: 

 
2

,1,...,1 2
, 2 21,..., 1

0

3 min
min = log 1+

/ 4

k k nn N
k k k nn N

e

p h
c f p h

N Q P

                                 (7) 

 
where a means round a to the nearest integer no larger 

than a . Note that ,kc M k . In this case, kU = 1,..., N . 

B. Subcarrier Allocation 
For simplicity, define the worst terminal of subcarrier k  

as the terminal with the worst channel condition on 
subcarrier k . Set the maximum number of iteration as 

max_1Iter . In each iteration, the following process is conducted 

for the subcarriers 1,..., K in order. Remove the worst 

terminal from kU . On one hand, if terminal *
kn  is removed 

from subcarrier k  , according to equation (7) the number of 
loaded bit on this subcarrier may increase. This will raise the 
longitudinal rate of the terminals in kU  and thus reduce the 
energy consumption of these terminals. On the other hand, 
since terminal *

kn  is removed from subcarrier k , the QoS 

requirement of terminal *
kn  may be no longer satisfied. It 

requires us to allocate more tiles on other subcarriers for this 
terminal. In the tile adding process the increased energy 
consumption (i.e., number of the OFDMA symbols) of 
terminal *

kn  should be kept as small as possible. Let totalE  be 

the current energy consumption of terminals. Let totalE k be 
the energy consumption of terminals after removing terminal 

*
kn  from subcarrier k . Next, update kc , the longitudinal 
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rates of each terminals n , and totalE k . It is a valid 
removal if the required number of symbols is less than S  
after the tile adding process and total totalE k E . In each 

iteration, we search subcarrier *k  that minimizes the total 
energy consumption of terminals. The iteration does not stop 
until the worst terminal on all the subcarriers cannot be 
removed or the number of iteration reaches max_1Iter . 

 In each iteration, the number of considered allocations is 
K . Since a terminal may be removed from a subcarrier after 
each iteration, the maximum number of iterations is KN . 
Therefore, the maximum number of possible allocations in 
subcarrier allocation is 2NK . Here the maximum number of 
iteration is max_1Iter  which is smaller than KN , so the actual 

number of possible allocations is max_1Iter K . 

C. Power Allocation 
Define the maximum number of iteration as max_ 2Iter . 

During each iteration, we adjust the number of loaded bit on 
subcarrier k  from kc  to kc +1 and update the required power 
on this subcarrier as well as the total transmission 

power totalP =
1

K

k
k

p . This may violate the transmission power 

constraint of maxtotalP P . So we should choose one of the 

other subcarrier : 1,2,..., ,i i kK i  and reduce its 

power. Specifically, calculate the excess of the transmission 
power P = maxtotal PP  and reduce the power on subcarrier i  

from ip  to ip P . Let totalE k,i be the total energy 

consumption of terminals after adjusting kc  and ip . Then 

update ic and totalE k,i . It is a valid adjustment only if 

total totalE k,i E . For subcarrier k , we search the subcarrier 
*i  that achieves the largest decrement of the total energy 

consumption with the QoS requirements of terminals 
guaranteed, and reduce its power. Thus 

*i =arg
, 1,2,...,
min totali k i K

E k,i . In each iteration, we search 

the subcarrier pair * *k j that minimizes the total energy 

consumption and adjust their power allocation according to 
the foregoing method. The above process does not stop until 
the total energy consumption no longer decreases or the 
number of iteration reaches max_ 2Iter .  

In power allocation, the maximum number of possible 
allocations is 1 KM . Here the maximum number of 

iteration is max_ 2Iter , and the actual number of possible 

allocations in power allocation is max_ 2 ( 1)KI r Kte . 
Accordingly, the maximum number of possible allocations in 
the proposed algorithm is 2 1 KNK M  , which is usually 

much smaller than that of exhaustive search , 1 KkN M . 
And the actual number of possible allocations is 

max_1Iter K + max_ 2 ( 1)KI r Kte . The pseudocode of the 

proposed algorithm is summarized in Table I. 

 

 
TABLE I 

THE PSEUDOCODE OF THE PROPOSED ALGORITHM 
1) Initializaiton: 

0.     Let max ,kp P K k  and , =1, ,n k n k  

1.     Calculate kc  according to (7) 

2.    ,: 1, 1,2,...K = ,n n kk k K  

3.    
n

n k
k K

c  and min
nn HE  

4.    
1

N

total
n

nEE  

2) Subcarrier allocation: 
5.     Let iter_i=1 
6.     For all k  do 

7.        *
kn = 2

,min k nh  

8.        kU = *
kU kn , i.e., *,

0
k n

 

9.         Update *
kn

E , kc , and n  for all n  

10.     If *
kn

E > S  totalE k =+ , go to 6; End if 

11.    totalE k =
1

n

N

n
E  

12.  End for 
13.  If total1,2,...,

min
k K

k > totalE   

14.      Stop 
15.  Else if 
16.      Find * *, kk n =arg total1,2,...,

min
k K

k  

17.     totalE = *
totalE k  and iter_i= iter_i+1 

18.      If iter_i= max_1Iter  stop; else, go to 6. 

19.  End if 
3) Power allocation 

20.  Let iter_i=1 
21.  For all k  do  
22.     kc = kc +1  

23.      update kp  and totalP  

24.      If maxtotalP P   

25.          Calculate P = maxtotal PP  

26.          For all : 1,2,..., ,i i kK i  

27.             ip = ip P , and update ic  and n  for all n  
28.             For all n  do  
29.             If nE > S  totalE k,i =+ ,go to 26; End if 
30.             End for 
31.              Calculate totalE k,i  
32.          End for 
33.       End if 
34.       Find *i =arg

1,2,..., ,
min totali K i k

E k,i  

35.       totalE k = *
totalE k,i  

36.  End for 
37.  If total1,2,...,

min
k K

k > totalE   

38.        Stop 
39.  Else if  
40.        Find * *,k j =arg total1,2,...,

min
k K

E k  

41.       totalE = *
totalE k  and iter_i= iter_i+1 

42.        If iter_i= max_ 2Iter  stop; else, go to 21. 

43.  End if 
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IV. PERFORMANCE EVALUATION 
In the simulations, we use ITU Pedestrian-B channel 

model [14] to evaluate our proposed method. The path loss 
model is 10( ) 148 40logL dB d , where d is in units of 
meters and stands for the distance to the base station. 
Rayleigh fading channel is considered. Some system 
parameters are listed in Table II. The QoS requirements of all 
the multicast terminals are set to 2500bits/OFDMA frame. 

Traditional multicast and unicast method are considered 
for comparison. Furthermore, to have a more thorough 
evaluation of our proposed method, we considered the 
combination of traditional multicast and the power allocation 
of our proposed method, which is denoted as Traditional 
multicast+PAO . In unicast each subcarrier can only be 
allocated to one terminal. Specifically, each subcarrier is 
only allocated to the terminals with the best channel gain on 
the subcarrier. To ensure fair comparison, the power 
allocation of the proposed algorithm is applied in unicast 
method. In this paper it is called an outage  event that the 
QoS requirement of a terminal is not satisfied in an OFDMA 
frame. The QoS requirements of terminals are satisfied only 
if the average outage probability of all the terminals is not 
larger than 5% [15]. In the proposed method, the maximum 
number of iteration is set to 20. 

Beforehand the available number of OFDM symbols in an 
OFDMA frame is denoted by S . As is analyzed in Section 
II.A, the energy consumption of terminals can be assumed to 
be proportion to the number of OFDM symbols they received. 
So S  is the maximal one among all the possible number of 
OFDM symbols a terminal receives in an OFDMA frame, 
which corresponds to the maximum energy consumption. 
For the convenience of comparison, in the following 
simulations we normalize the simulated energy consumption 
with respect to the maximum one. 

A. Homogeneous Networks 
Firstly, we consider homogeneous network where all the 

multicast terminals experience independent and identically 
distributed fading with the distance to the base station 
d =200m. Here we discuss the effects of the maximum 
transmission power, the number of terminals and the number 
of OFDM symbols in an OFDMA frame on the total energy 
consumption of terminals. In the first scenario, the number of 
terminals N  is set to 10 and the available number of OFDM 
symbols in an OFDMA frame S  is set to 60 [7]. The 
corresponding simulation results are plotted in Fig. 2 where 
both the proposed multicast and traditional multicast satisfy 
the QoS requirements of terminals. It can be seen that the 

proposed multicast achieves much lower energy 
consumption of terminals. And the average energy 
consumption decreases as the maximum transmission power 
increases. Note that in the considered simulation 
environment, unicast cannot satisfy the QoS requirements of 
terminals although it consumes the maximum energy. 
Moreover, it shows that the energy efficiency gain of the 
proposed method over traditional multicast diminishes with 
the increase of the maximum transmission power. It can be 
explained as follows. It is known that the increase of 
transmission power can improve the average channel 
condition of terminals. However, the maximum number of 
loaded bits of each tile M  is fixed beforehand, which limits 
the increase of the terminal rate and thus slowdown the 
reduction of energy consumption of terminals. Because the 
proposed method utilizes the relatively better channel gains 
in a more effective way compared to traditional multicast, it 
will suffer from the above-mentioned limitation earlier than 
traditional multicast. 
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Fig. 2.  Energy consumption comparison with different maximum transmission 
power in homogeneous networks 
 

Specifically, the quantitative relationship between the 
maximum transmission power and the terminal energy 
consumption decrement of the proposed method over 
traditional multicast is listed in Table III. It can be seen that  
with the maximum transmission power increases gradually 
in steps of 0.2w starting from 1w, the energy consumption 
decreasing ratio of the proposed method over the traditional 
method ranges from 13.829% to 21.898%. And the 
decreasing ratio diminishes with the increase of the 
transmission power, which is in accord with Fig. 2. 

Furthermore, we analyze the marginal terminal energy 

 
TABLE II 

SYSTEM PARAMETERS 

Parameter type Value 

Channel bandwidth 1MHz 
Carrier frequency 2000MHz 

Number of subcarriers 32 
Subcarrier bandwidth 15kHz 

Doppler shift 18Hz 

 

 
TABLE III 

THE TERMINAL ENERGY CONSUMPTION DECREMENT OF THE PROPOSED 
METHOD OVER TRADITIONAL MULTICAST IN HOMOGENEOUS NETWORKS 

Maximum transmission 
power (w) 

The terminal energy 
consumption decrement 

1 21.898% 
1.2 20.184% 
1.4 18.377% 
1.6 16.640% 
1.8 15.109% 
2 13.829% 
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consumption decrement with successive and fixed increase of 
the transmission power for the proposed method. The 
corresponding results are listed in Table IV. It can be seen 
that the terminal energy consumption decreases 
2.4110%~6.2884% every time the maximum transmission 
power increases 20% (i. e., increases 20% compared to the 
initial transmission power of 1w each time) in the considered 
range. Moreover, with the transmission power increases 
gradually, the marginal terminal energy consumption 
decrement of the proposed method phases down. In other 
words, from the perspective of terminal energy consumption, 
the marginal effect brought by the maximum transmission 
power gets smaller with the increase of the maximum 
transmission power. 

In the second scenario, the maximum transmission power 
is set to 1.4W with S =60. We evaluate the effects of the 
number of terminals. The corresponding simulation results 
are plotted in Fig. 3 where the QoS requirements of terminals 
are satisfied in both traditional and proposed multicast. In 
unicast the QoS requirements of terminals are not satisfied 
when the number of terminals 5N . The simulation results 
show that the advantage of the proposed multicast over 
traditional multicast increases with the number of terminals. 
The reason is as follows. For each subcarrier, the more the 
number of terminals, the higher the probability that the 
channel condition of a terminal on this subcarrier is bad. As 
is mentioned before, the transmission rate of traditional 
multicast is limited to the worst terminal. Therefore, the 
increase of the number of terminals will prolong the time 
needed to satisfy the QoS requirements of all the terminals. 
In comparison, the proposed multicast utilizes both multiuser 
diversity and frequency-selective fading to allocate the 
terminals with better channel gains for each subcarrier, 
which alleviates the constraint of the worst terminal. 

In the third scenario, the maximum transmission power is 
also set to 1.4W and the number of terminals N  is set to 10. 
Here we evaluate the effects of S  on the total energy 
consumption of terminals. The corresponding simulation 
results are plotted in Fig. 4, where the QoS requirements of 
terminals are not satisfied only in unicast. The simulation 
results show that the advantage of the proposed multicast 
over traditional multicast increases with the number of 
OFDM symbols S  in an OFDMA frame. The reason is that 
the increase of S  means the expansion of optimization zone, 
which results in better resource allocation. 
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Fig. 3.  Energy consumption comparison with different maximum transmission 
power in homogeneous networks 
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Fig. 4.  Energy consumption comparison with different number of OFDM 
symbols in an OFDMA frame in homogeneous networks 
 

B. Heterogeneous Networks 
Then we turn to heterogeneous networks where the 

multicast terminals experience independent but 
non-identically distributed fading with the distance to the 
base station uniformly distributed between 0 and 500m. We 
also investigate the effects of the maximum transmission 
power and number of terminals on the energy consumption of 
terminals. In the first scenario, we consider a multicast 
system with 10 terminals and S  is set to 60. The 
corresponding simulation results are plotted in Fig. 5. Both 
traditional and proposed multicast satisfy the QoS 
requirements of terminals, which unicast fails to satisfy. It 
can be observed that our proposed method is more energy 
efficient than other considered methods. And the energy 
efficiency is improved with the increase of the maximum 
transmission power. Similar to homogeneous networks, here 
we also observe from Fig. 5 that the increment of the 
maximum transmission power is not equivalent to the 
decrement of the energy consumption of terminals. 
Specifically, the quantitative relationship between the 
maximum transmission power and the terminal energy 
consumption decrement of the proposed method over 
traditional multicast is listed in Table V. It can be seen that  
with the maximum transmission power increases gradually 

 
TABLE IV 

THE MARGINAL TERMINAL ENERGY CONSUMPTION INCREMENT OF THE 
PROPOSED METHOD IN HOMOGENEOUS NETWORKS 

The marginal increment of the 
maximum transmission power 

The marginal terminal energy 
consumption decrement 

0 0 
20% 6.2884% 
20% 4.4599% 
20% 3.3913% 
20% 2.6993% 
20% 2.4110% 
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in steps of 2w starting from 12w, the energy consumption 
decreasing ratio of the proposed method over the traditional 
method ranges from 13.795% to 19.543%. And the 
decreasing ratio diminishes with the increase of the 
maximum transmission power, which is in accord with Fig. 
5. 
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Fig. 5.  Energy consumption comparison with different maximum transmission 
power in heterogeneous networks 
 

In this scenario, we also calculate the marginal terminal 
energy consumption decrement with successive and fixed 
increase of the transmission power for the proposed method, 
which is listed in Table VI. It can be seen that the terminal 
energy consumption decreases 2.2209%~5.1681% every 
time the maximum transmission power increases 16.667% in 
the considered range. Here it is also obvious that from the 
perspective of terminal energy consumption, the marginal 
effect brought by the maximum transmission power gets 
smaller with the increase of the maximum transmission 
power.   

In the second scenario, the maximum transmission power 
is set to 16W and S  is set to 60. The effects of the number of 

terminals are investigated. The corresponding simulation 
results are plotted in Fig. 6. Here unicast also fails to satisfy 
the QoS requirements of terminals when 5N . And we can 
derive the same conclusions as homogeneous networks about 
the effect of the number of terminals on the performance of 
the proposed method. In the third scenario, the maximum 
transmission power is also set to 16W and the number of 
terminals N  is set to 10. The effects of S  on the energy 
consumption of terminals are plotted in Fig. 7, where unicast 
fails to satisfy the QoS requirements of terminals during the 
considered numbers of symbols. Here it can be also observed 
that the advantage of the proposed multicast over traditional 
multicast increases with S , which is in accordance with that 
in homogeneous networks. 

Note that compared to the proposed multicast, there is no 
optimization on the subcarrier allocation in traditional 
multicast+PAO . The simulation results of Fig. 2~7 reveal 
that subcarrier allocation provides much more contribution 
than power allocation in reducing the energy consumption of 
terminals. 
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Fig. 6.  Energy consumption comparison with different number of terminals in 
heterogeneous networks 
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Fig. 7.  Energy consumption comparison with different number of OFDM 
symbols in an OFDMA frame in heterogeneous networks 
 

 

 
TABLE VI 

THE MARGINAL TERMINAL ENERGY CONSUMPTION INCREMENT OF THE 
PROPOSED METHOD IN HETEROGENEOUS NETWORKS 

The marginal increment of the 
maximum transmission power 

The marginal terminal energy 
consumption decrement 

0 0 
16.667% 5.1681%  
16.667% 4.0960%  
16.667% 3.3645%  
16.667% 2.6682%  
16.667% 2.2209% 

 

 
TABLE V 

THE TERMINAL ENERGY CONSUMPTION DECREMENT OF THE PROPOSED 
METHOD OVER TRADITIONAL MULTICAST IN HETEROGENEOUS NETWORKS 

Maximum transmission 
power (w) 

The terminal energy 
consumption decrement 

12 19.543% 
14 18.286% 
16 17.087% 
18 16.000% 
20 14.861% 
22 13.795% 
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V. CONCLUSIONS 
In this paper, we investigate the energy efficiency of 

OFDMA-based multicast system from the perspective of 
terminals in frequency-selective channels. The energy 
efficiency of terminals is optimized through combining 
resource allocation with terminal sleep model. A 
low-complexity algorithm is proposed to solve the 
formulated optimization problem. The simulation results 
show that in both homogeneous and heterogeneous networks, 
the combination of resource allocation and terminal sleep 
model can reduce the energy consumption of terminals 
compared to traditional multicast and unicast significantly. 
Specifically, the terminal energy consumption decreases 
2.4110%~6.2884% / 2.2209%~5.1681% every time the 
maximum transmission power increases 20% / 16.667% 
compared to the initial value of 1w / 12w in the considered 
homogeneous / heterogeneous networks. And in the two 
scenarios, from the perspective of terminal energy 
consumption, the marginal effect brought by the maximum 
transmission power gets smaller with the increase of the 
maximum transmission power. Moreover, the advantage of 
the proposed multicast over traditional multicast increases 
with the number of multicast terminals as well as the number 
of OFDM symbols in an OFDMA frame. Additionally, it 
indicates that subcarrier allocation contributes much more to 
the reduction of the energy consumption than power 
allocation. 
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Abstract—This study proposes to explore the level of inclusive 

innovation adoption in converged telecommunications as 

perceived by industry players in Malaysia as well as their 

attitudes towards the idea using Ajzen’s theory of planned 

behavior (TPB). The paper shares the findings of the pilot study 

conducted in a focus group of Malaysian telecommunications 

industry players. Discussions on the robustness of the tool 

developed, some descriptive statistics, preliminary findings and 

recommendations for the communications sector are given as 

well as implications for next stages of the work. In general, the 

findings indicated that the Malaysian communications industry 

players moderately agreed on the inclusiveness of the 

convergence goods currently available in the markets. However, 

the findings also indicated more can be done to enhance the level 

of inclusiveness. Furthermore, there appear to be certain 

differences in attitude towards inclusive innovation according to 

gender and generation. 

 
Keyword—Convergence, Disenfranchised, ICACT2016, 

Inclusive, Innovation 

 

I. INTRODUCTION 

ecent years have seen increasing pressure for better ways 

for tackling poverty problems around the globe beyond 

aids and charity [1, 2, 3]. The discussions also have 

highlighted the need for the roles of the torch bearers to go 

beyond government agencies and NGOs [1 – 7]. Studies by 

[7] and [8] underlined the significance as 4 billion of the 

global population was those at the base of the economic 

pyramid (BOP) and together they represent a potential market 

of tremendous purchasing power; around $5 trillion. 

Furthermore, the UN System Task Team formed in 

September 2011 to support the UN system-wide preparations 

for the post-2015 UN development agenda, proposed 

bridging the technological divide by promoting inclusive 

innovation [9]. These imperatives had underlined the 

importance and relevance of inclusive innovations towards 

inclusive growth and the achievement of inclusive societies. 

In [10] (p.663) inclusive innovation defined as “the 
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development and implementation of new ideas which aspire 

to create opportunities that enhance social and economic 

wellbeing for disenfranchised members of society.” 

According to [11], disenfranchisement or marginalization can 

be due to economy, state and family as well as along 

dimensions such as gender, race, disability, knowledge and 

poverty. Meanwhile, the Global Research Alliance defined 

inclusive innovation as “any innovation that leads to 

affordable access of quality goods and services creating 

livelihood opportunities for the excluded population, 

primarily at the base of the pyramid, and on a long term 

sustainable basis with a significant outreach” [12].  

Studies of inclusive innovation have previously explored 

types of organizations and their success strategies [1, 13 – 

15]; roles of individuals in organizations [16]; roles of 

regulation, policy and infrastructures [17]. There seems to be 

limited studies in terms of inclusive innovation adoption 

among academic researchers. 

In line with the seminal work by [7]; recognizing the sheer 

size of the market at the bottom of the pyramid, there had been 

numerous examples of inclusive innovation initiatives by the 

industries, including Nestle [18], Nokia and ABB [19], 

Unilever and Tata Motors [10]. In terms of the geography of 

the inclusive movement the coverage is largely from the 

African continent [10, 20], South America [21], India [22 – 

24], Europe [22, 25], China and North America [22]. A gap 

clearly exists in the body of knowledge relating to inclusive 

innovation movement in the Malaysian context. 

Wu highlight the importance for inclusive growth towards 

ensuring ASEAN countries economic development [26], and 

the Malaysian government specifically recognized the 

importance of inclusive growth with both innovation and 

inclusive development identified among the “10 Big Ideas” 

listed in the 10th Malaysia Plan. In the 10th Malaysia Plan, 

the government spelled out the move towards inclusive 

socio-economic development by elevating the livelihoods of 

the bottom 40% households, strengthening bumiputera 

entrepreneurs, improving infrastructure, etc. According to the 

World Bank’s country overview report on Malaysia [27], 

"pockets of poverty exist and income inequality remains high 

relative to the developed countries Malaysia aspires to 

emulate". Furthermore, the Malaysian government allocated 

MYR 5.9 billion in 2016 from MYR 4.6 billion in the 2014 

budget for the financial assistance scheme (BR1M) targeting 

the low income groups [28, 29]. Perhaps the scheme would be 
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more effective if there are inclusive innovation goods and 

services available in the markets for the recipients to 

purchase. 

Another major trend observed currently, is in the 

communication sector, where computing, ICTs, 

communication networks, and media content are becoming 

increasingly highly interlinked. This trend has led to all 

aspects of life increasingly being conducted over interactive 

digital media environment and multitude of networked 

devices.  

[30] (p.18-19) highlighted; “Convergence requires media 

companies to rethink old assumptions about what it means to 

consume media, assumptions that shape both programming 

and marketing decisions. If old consumers were assumed to 

be passive, the new consumers are active. If old consumers 

were predictable and stayed where you told them to stay, then 

new consumers are migratory, showing a declining loyalty to 

networks or media. If old consumers were isolated 

individuals, the new consumers are more socially connected. 

If the work of media consumers was once silent and invisible, 

the new consumers are now noisy and public.”  

According to [31], convergence can be view from four 

dimensions;  

 

  
 
Fig. 1.  Four Dimensions of Convergence. 

 

Caution is needed in terms of how the trend is framed - 

digital lifestyle, modern family, the new consumer, etc. - as 

there is a real risk of the convergence evolution being 

non-inclusive. If convergence ends up a privilege enjoyed by 

the sophisticated, urban and IT haves, the effects of 

technological/digital divide will be more severe, 

disenfranchising more among the society and placing a 

nation’s development as a whole at risk. 

Thus, this study propose to explore the level of inclusive 

innovation adoption in converged telecommunications as 

perceived by industry players in Malaysia as well as their 

attitudes towards the idea using Ajzen’s theory of planned 

behavior (TPB). TPB was developed by Ajzen in 1988 and 

later refined in subsequent works [32 – 34]. The theory of 

planned behavior is a theory which predicts deliberate 

behavior, because behavior can be deliberative and planned. 

The theory proposes a model which can measure how human 

actions are guided. It predicts the occurrence of a particular 

behavior, provided that behavior is intentional. The model 

outlines three variables which the theory suggests will predict 

the intention to perform behavior. The variables are attitudes 

(Att) - the respondents’ attitudes towards inclusive 

innovation, subjective norms (SN) - the respondents own 

estimate of the social pressure to adopting inclusive 

innovation, specifically; beliefs about how other people, who 

may be in some way important to them, would like them to 

behave, and perceived behavioral controls (PBC) - is the 

extent to which the respondents feel able to enact the adopting 

inclusive innovation behavior. The intentions (Int) are the 

precursors of behavior, in other words, it is the cognitive 

representation of a respondents' readiness to adopting 

inclusive innovation, and it is considered to be the immediate 

antecedent of behavior. 

 

II. RESEARCH DESIGN 

This study comprised of several stages. First a group of 

executives from major telecommunication companies and 

agencies were solicited to take part in the study. Next, the 

group was given an exposure to the various aspects of 

convergence via a series of masterclasses. They were then 

introduced to the concept of inclusive innovation. Next, each 

participant was asked to consider the various convergence 

products/services being offered in the markets and evaluate its 

inclusiveness. The measure for this is the inclusive innovation 

index (III), developed from operationalizing the definition of 

inclusive innovation by the Global Research Alliance. 

Inclusive innovations are defined along the lines of five 

dimensions [12]: 

• Affordable Access (AA) – “Such inclusive innovation 

will have to be aimed at `extreme reduction’ in both the costs 

of production as well as the distribution.” Key elements for 

this dimensions are; l) significant reduction of production 

costs to enable affordable price, and ll) significant reduction 

of distribution costs to enable affordable price. 

• Sustainable Business (SB) – “This means that in the long 

term, the ‘affordable access’ must not depend on the 

government subsidies or generous government procurement 

support systems but should work by retaining the market 

principles with which the private sector works comfortably.” 

Thus the key elements are; l) not dependent on government 

subsidies, ll) not dependent on significant government 

procurement, lll) not dependent on charity and CSR, and lV) a 

sustainable business model. 

• High Quality (HQ) – “It is because we have to recognize 

the basic rights of the people at the base of the pyramid, who 

should be enjoying the more or less the same level of quality 

of basic services as people at the top of the pyramid.” The 

elements are; l) meeting quality standards, ll) do not sacrifice 

quality to bring down the costs, and lll) comparable quality 

level with those of similar products available in the market 

• Excluded Population (EP) – “The excluded population 

or the disenfranchised or commonly marginalized groups 

which could include the poor, the disabled, the migrants, the 

women, the elderly, certain ethnic group, and so on.” The 

elements; l) designed for the poor, the disabled, the migrants, 

the women, the elderly, certain ethnic group, and so on, ll) 

priced with the poor in mind, and lll) distribution designed to 

ensure accessibility for the poor, the disabled, the migrants, 

the women, the elderly, certain ethnic group, and so on. 

• Massive Outreach (MO) – “If the `true inclusion’ has to 
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happen then the benefits of inclusive innovation should reach 

a large scale, i.e. a significant portion of population, and not 

just a small section of the population (in many cases, the total 

target population may only be a few hundreds of thousands or 

a few million- and not necessarily hundreds of million).” The 

key elements; l) large market size, ll) large market share, and 

lll) reached sizeable percentage of the target market. 

From the five dimensions, based on the definitions and the 

key elements identified from the definitions, 19 survey items 

were developed for the III. Following table provide the list of 

items. 
TABLE I 

ITEMS FOR INCLUSIVE INNOVATION INDEX 

Dimension Item 

AA 

 The production costs are significantly low 

compared to established industrial standard  

 The distribution costs are significantly low 

compared to established industrial standard 

 The products/services are priced affordably low 

compared to established industrial standard 

SB 

 The businesses offering the products/services are 

not dependent on government subsidies  

 The businesses offering the products/services are 

not dependent on significant government 

procurement 

 The businesses offering the products/services are 

not dependent on a single major client 

 The businesses offering the products/services are 

not dependent on social funding (charity or 

corporate donations) 

 There is a long term demand for the 

products/services 

 Eventhough the products/services are designed 

for the commonly marginalized groups it is 

appealing to the mass market as well 

HQ 

 The businesses offering the products/services 

ensures the products/services meet all relevant 

quality standards 

 The businesses offering the products/services 

don’t sacrifice quality to bring down the costs 

 The businesses offering the products/services 

ensure any cost reduction does not compromise 

the quality  

 The products/services’ quality is comparable with 

those of similar but higher priced products 

available in the market 

EP 

 The products/services are designed for the 

commonly marginalized groups such as the poor / 

bottom 40% / disabled / migrants / women / 

elderly / minority groups / etc 

 The products/services are priced affordably; with 

the poor / bottom 40% in mind 

 The distribution channels are designed/selected to 

ensure the products/services are accessible by the 

commonly marginalized groups such as the poor / 

bottom 40% / disabled / migrants / women / 

elderly / minority groups / etc 

MO 

 There is a large market potential for the 

products/services 

 The products/services already have a large share 

of the target market 

 The products/services have reached more than 

50% of the target market 

 

 

Their intention towards inclusive innovation is then gauged 

via a survey develop based on Ajzen’s TPB. The findings are 

presented in the following sections. 

III. FINDINGS  

A total of 30 executives took part in the study. Among 

them, 17 (56.7%) were males while the remaining 13 (43.3%) 

were females. The age ranged from 20-24 to 45-49 years old. 

Out of the 30, 12 (40%) have Master degrees, and 18 (60%) 

have Bachelor degrees. The participants had a mean of 9.43 

years work experience with their current organization, 

ranging from first year to the 22nd year. Furthermore, 29 

(96.7%) of them claimed that their organization do their own 

R&D and product development.  

Reliability analysis was conducted to determine the internal 

reliability of the items used to measure the constructs tested in 

this study. According to [35], Cronbach’s Alpha is a 

reliability coefficient that indicates the extent to which the 

items are positively correlated to one another. Cronbach’s 

Alpha greater than 0.70 is deemed as good [36]. All of the 

constructs were considered as reliable and good as the 

Cronbach’s Alpha were above 0.70 (see Table II). 
 

TABLE II 

 RELIABILITY ANALYSIS 

Constructs N 
Items 

Mean 
Std. Dev. 

Cronbach’s 

Alpha 
No. of Items 

Att 30 4.272 12.70754 0.982 6 

SN 30 5.258 4.55982 0.722 4 

PBC 30 4.775 4.49022 0.729 4 

Int 30 5.725 4.95044 0.926 4 

III 30 5.174 10.87278 0.802 19 

 

 

A total of 37 items were used to measure the main 

constructs of the study, namely III (19 items), Att (6 items), 

SN (4 items), PBC (4 items) and Int (4 items). The items were 

measured by itemized rating scale with seven scale categories. 

Mean analysis was conducted to determine the average mean 

of the constructs.  

Generally, the respondents agreed with all the items 

measuring the constructs with overall Int achieved the highest 

level of agreement with an average of 5.7250 and median of 

6.000; while overall Att scored the lowest with an average of 

4.2722 and median of 4.7500. Meanwhile, overall PBC 

achieved a mean of 4.7750 and median at 4.500. Overall SN 

achieved the second highest mean of 5.2583 and median at 

5.1250. The respondents rated a moderate level of agreement 

on inclusiveness of convergence goods currently available in 

the markets with overall III of 5.1737 and median at 5.2895, 

suggesting that there is still the need to produce more 

inclusive convergence goods. The overall Int mean being the 

highest gives a good indication of the industry players in 

Malaysia intending to adopt inclusive innovation when 

developing goods and services for their customers in the 

future. 

The above was further confirmed when each participant 

was asked whether they think that it is important for the 

industry to develop inclusive convergence goods and 

services, with a mean of 6.03 and median at 6.0. The group 

also agrees that such goods or services can also be appealing 

to the mass market (mean 5.13 and median 6.0). The group in 

general reported being unable to identify specific inclusive 

convergence goods or services or policies specifically 

designed to promote the development of such goods (mean 
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4.73 and 5.13 respectively). 

Comparing the means between the male and female 

participants shows some marked difference in their overall 

attitude towards inclusive innovation with the male 

participant showing a lower mean than female suggesting less 

than favorable attitude towards inclusive innovation in the 

context of their industry. However, when asked on their 

intention to adopt inclusive innovation in their business (the 

participants were asked to assume that they have the authority 

to decide), both gender recorded higher mean from their 

initial attitude, with male executives recording higher 

intention than their females colleagues.  

The respondents were regrouped into two generations – 

younger (10, 33.3%) and older (20, 66.7%) – with the age 35 

years old being the threshold age. Similar comparative 

analysis done according to gender earlier was carried out 

according to the generations. There are some marked 

differences between the two groups with the younger 

generation recording higher means for attitude, subjective 

norms and intention. On the other hand, the older recorded 

higher means for PBC and III. See Table III below for the full 

means comparison. 

 
TABLE III 

COMPARING MEANS 

Constructs Male Female Younger Older 

Overall III 5.1796 5.1661 5.0526 5.2343 

Overall Att 3.7549 4.9487 4.4333 4.1917 

Overall SN 5.1324 5.4231 5.4750 5.1500 

Overall PBC 4.8529 4.6731 4.6750 4.8250 

Overall Int 5.8235 5.5962 5.9500 5.6125 

 

The comparative analysis was also conducted in terms of 

how the groups responded on the questions on i) whether they 

think that it is important for the industry to develop inclusive 

convergence goods and services, ii) whether such goods or 

services can also be appealing to the mass market, iii) ability 

to identify specific inclusive convergence goods or services, 

and iv) ability to identify policies specifically designed to 

promote the development of such goods. 

The female respondents in general recorded higher means 

on all four questions than their male counterparts. The 

younger respondents of the group recorded higher means on 

the first two questions than their older colleagues and the 

pattern was flipped on the last two questions, with the older 

group recorded higher means. See following Table IV for the 

full means comparison. 

 
TABLE IV 

COMPARING MEANS 

Constructs Male Female Younger Older 

Important 6.0000 6.0800 6.4000 5.8500 

Mass Market 4.9400 5.3800 5.5000 4.9500 

Goods/Services 4.4700 5.0800 4.4000 4.9000 

Policies 5.1200 5.1500 5.0000 5.2000 

 

IV. DISCUSSIONS 

The findings indicated that the Malaysian communications 

industry players moderately agreed on the inclusiveness of the 

convergence goods currently available in the markets. 

However, when asked further, the participants largely unable 

to identify specific goods and policies for the production of 

inclusive convergence goods. Thus, the earlier moderate 

agreement might be more of an optimistic and hopeful 

perception on the side of the participants. The findings also 

showed positive indications towards inclusive innovations 

among the participants where the group showed a good level 

of agreement on the importance and potential of inclusive 

convergence goods and services. Even though, when 

considering inclusive innovations in the context of their 

businesses, the participants showed poor attitude towards it, 

they then reported more positive response in terms of 

intention to adopt inclusive innovations if the authority to take 

the decision is theirs.  This suggests that more exposure and 

promotions need to be done by the government to increase the 

level of awareness and understanding of inclusive innovations 

within the industry. Development of inclusive convergence 

communications goods and services should be incentivized, 

with success stories being shared and celebrated. The 

Inclusive Innovation Index (III) developed for this study 

serves as a useful tool that can be used to help get this 

movement under way.  

The differences observed in the responses between the 

genders and generations suggest there most likely different 

appreciations and behaviors towards inclusive innovation 

according to gender and age. This hypothesis seems to be 

supported by some previous reports and researches. In the 

Mobile Behavior Report 2014 by Salesforce Inc. [37], in 

terms of gender, females were ahead of males in smartphone 

ownership. Similar differences were reported in reports by 

CEOWORLD Magazine in 2014 [38] and by Intel in 2013 

[39], where females were reported to lead in; 

• installing mobile apps 

• purchasing apps 

• willingness to pay more for the apps 

• playing mobile games. 

Furthermore, according to a report by Deloitte in 2014 

[40], the older generations in developed countries showed 

significant growth in smartphone ownership and high mobile 

apps download rate. However, in a report by Pew Research 

Centre also in 2014 [41], IT adoption rate among the older 

generation was still lagging behind that of the younger 

generations. Furthermore, studies have shown that the 

younger generations tend to have higher self-efficacy in IT 

[42].  

However, it is not possible to deduce conclusively on the 

differences among gender and age groups based on the 

findings of this study due to the small sample size.  

Next, this study should be implemented with a larger 

sample size in order to gain better insights to the true state. 

The design of the research project would need to be refined 

for practical purposes. The masterclasses would be hard to be 

replicated when dealing with larger sample size. Thus, the 

content from the masterclasses need to be condensed and 

presented in formats that would suit a survey study. It is 
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proposed that a short informative tutorial video is produced 

which can be included as the introductory portion of the 

online survey. A textual version should also be produced and 

presented as leaflets to be provided along with the 

paper-based survey. The survey participants should include 

all stakeholder groups of the communications sector. 

Differences in the findings among the different stakeholder 

groups should be explored and implications discussed to 

generate comprehensive recommendations. 

V. CONCLUSIONS 

The convergence trend will continue to be the major 

driving trend in the communications sector. The trend is 

fueled by rapid development of various related technologies, 

which then spur more innovative sparks that will continue to 

take the trend into wider aspects of human lives. 

Innovation capacity is thus the critical factor for 

organizations to ensure their continued performance and 

competitiveness. Malaysian organizations need to develop 

their ability to become global trailblazers; not to be 

complacent and satisfied to only follow global trends, nor 

banking on continued government protection of domestic 

players. 

It is important to recognize the directions the convergence 

evolution is taking and to plan for the various infrastructure as 

well as policy needs. Readiness is crucial in order to be in step 

with the technological progress and market expectations. 

The findings from this study suggest differences in attitude 

towards inclusive innovation may exist due to gender and age. 

However, the findings from this study are not sufficient for a 

conclusive argument. What is clear is that such lines of 

investigations are worth exploring and may bear some 

interesting findings. Comparison between the generations 

should be expanded beyond the simplistic division of young 

and old. Generation X, Y and millennials may behave and 

perceive inclusive innovation differently. 

Furthermore, caution is needed in terms of how we frame 

the trend. Digital lifestyle, modern family, the new consumer, 

etc.; there is a risk of making the convergence evolution 

non-inclusive.  

If convergence ends up a privilege enjoyed by the 

sophisticated, urban and IT haves, the effects of 

technological/digital divide will be more severe, 

disenfranchising more among the society and may put the 

nation’s development as a whole at risk. 

Some may still argue that ensuring inclusion is not the 

responsibility of the private sector. However, earlier studies 

have argued it otherwise. Armed with insights provided from 

studies such as this, ensuring the inclusiveness of 

convergence should be an agenda promoted by the 

government and implemented by the industry. 
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Abstract—Syndrome coding is used in practice by many 

authors to define steganographic schemes that minimize 
embedding impact. Polar Codes, recently introduced, are the 
first capacity-achieving codes with low complexity of encoding 
and decoding. In this paper we propose a new practical polar 
coding methodology for constructing steganographic scheme. 
We use syndrome coding with binary embedding operation. The 
approach exploits the form of the syndrome, calculated from 
cover and secret message. A connection between the syndrome 
decimal value and the embedding changes position is established 
and enables defining a new steganographic algorithm. The wet 
paper codes can also be implemented using this method. 
Experimental results prove that the scheme minimizes the 
embedding impact with a reduced time complexity compared to 
the first Polar Coding Steganography (PCS). The bit-reversal 
permutation matrix used in polar coding is also employed in 
practice to uniformly scatter the changes over the whole image. 
 

Keywords—Embedding impact, matrix embedding, polar 
code, steganography, wet paper codes. 
 

I. INTRODUCTION 

HE steganography is an information hiding technique that 
enables to conceal a message in a cover medium x in such 

a way that it existence is kept secret [1]. The cover medium 
can be digital media such as an image (used in this paper), a 
sound or a video. The steganalysis aims to detect the existence 
of secret message. The sender, known as steganographer [2], 
should embed her covert communication or payload in a 
cover medium in such a way that only the receiver is aware of 
the existence of secret communication. The receiver can 
extract the messages without being aware of the sender 
choices. Steganography have both good and evil uses. 

The embedding must be done by making the cover medium 
changes less noticeable as possible. In spatial domain, the bits 
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of secret message can be inserted at the LSBs (Least 
Significant Bits) of the cover image pixels. To improve this so 
called LSB technique, several propositions exist. The most 
evident is (a): to make less changes as possible and (b): so that 
they were less detectable. To answer the first problem of 
minimizing the number of changes (a), Crandall introduced 
and conceptually described a steganographic technique [3]. A 
connection between codes and the problem of minimizing the 
number of changed pixels (the constant profile) is established 
by Bierbrauer [4].The first implementation of this technique 
was created with the F5 algorithm of Westfeld [5] in which 
the Hamming codes were used. Afterwards, several schemes 
have implemented this technique in steganography using 
Golay [6], BCH (Bose-Chaudhuri- Hocquenghem) [7], [8], 
LDGMs (Low Density Generator Matrices) [9] in 
combination with the ZZW (Zhang-Zhang-Wang) 
construction [10], STC (Syndrome Trellis Codes) [11], [12] 
and LDPC (Low Density Parity Check) [13] codes. The 
second problem (b) can be solved using wet paper codes [14]. 
After having introduced polar codes in steganography PCS 
(Polar Coding Steganography) [15], we propose in this paper 
a new practical method for minimizing embedding impact 
with a reduced algorithmic time complexity. It exploits the 
relation between syndrome decimal value and embedding 
changes position. The originality of this work lies in defining 
an algorithm which gives stego medium in a single step 
compared to PCS [15] and without using lookup tables [16]. 
Moreover, this new methodology is applied on images in 
spatial domain. The images are beforehand randomly 
permuted to scatter the changes over isolated pixels. 

This paper is organized as follows. Section II gives a brief 
review of basic concepts in steganography and polar coding. 
In Section III, we present PCS scheme. New steganographic 
scheme is studied in Section IV. Section V provides a time 
complexity comparison between PCS scheme [15] and the 
proposed new algorithm [17]. This section shows also the 
practical results of the permutation of images. Section VI 
concludes the paper. 

II.  STEGANOGRAPHY AND POLAR CODES BASIC CONCEPTS 

We will denote by ( )1x , , {0,1 }= … ∈ = n
nx x X  the LSBs 

of the cover 8-bits grayscale image and xi its i th LSB in in 
spatial domain. The secret message 

( )1m , , {0,1 }= … ∈ = m
mm m M  is embedded by slightly 

modifying the cover image. This create the LSB-stego-image 
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( )1 1y , ,= … ∈ = ×…×n ny y I IY , where iI I⊂  such that 

i ix I⊂ . We will use the binary LSB replacement method 

where { }, =i i iI x x  (cardinality | | 2iI = , for all i ), where  ix  

is xi after flipping its value. We denote by e the embedding 

change vector (y x e= + ) and { }H 0,1 
×∈ m n

 is a parity check 

matrix of the code. 

A. Steganography and Basic Concepts 

Matrix embedding is introduced in steganography by 
Crandall [3] to minimize the number of embedding changes. 
It is based on syndrome decoding of error correcting codes. 
Subsequently, several codes are used to implement this 
technique in steganography. 

1)  Distortion function: 

The embedding impact produced by cancelling the secret 
message m in the cover vector x will be measured using a 
distortion function D. In this paper, we limit ourselves to an 
additive distortion [12] 

 

1

(x, y) (x, y )
=

=∑
n

i i
i

D ρ  ,       (2) 

 
where ρi(x, yi) is the cost of replacing the cover pixel xi with 
stego pixel yi. Note that ρi may arbitrarily depend on the entire 
cover image x. The independency of the value of ρi(x, yi) to 
changes made at other pixels implies that the embedding 
changes do not interact. In others words, the change of a pixel 
has no effect on the other pixels. In the case of binary 
embedding operation, the distortion can be written as [11] 
 

1

(x, y) x - y
=

=∑
n

i i i
i

D ρ        (3) 

 

2)  Minimizing embedding impact: 

In this paper we use the PLS (Payload-Limited Sender) that 
that is to embed a fixed average payload while minimizing the 
average distortion opposed to DLS (Distortion-Limited 
Sender) that maximize the average payload while introducing 
a fixed average distortion [12]. The PLS is more commonly 
used in steganography when compared to the DLS. For a PLS, 
the sender tries to embed her secret message m so that the total 
distortion D is minimized; that make the resulting 
stego-system less detectable (more secure). This problem has 
been approached using variants of syndrome coding [5]–[13]. 
The sender and the receiver, respectively, implement the 
embedding and extraction functions : × →Emb X M Y  and 

: →Ext Y M  satisfying 

 

( )( )x,m m    x , m= ∀ ∈ ∀ ∈Ext Emb X � M ,   (4) 

 
The embedding is seen as being universal because the 

distortion function D  is unknown at the receiver. For a 
binary linear code C  of length n  and dimension −n m 

 

T

y  (m)
(x,m) arg min (x,y)

(y) yH m                    

∈
=

= =

Emb D

Ext

C
 

     (5) 

 

where { }{ }T(m) = z 0,1 | zH m∈ =n
C  is the coset 

corresponding to syndrome m  and all operations are in 
binary arithmetic. The extraction function is equivalent to 
 

T T T(y) = yH = m    (e) eH = m - xH↔ =Ext Ext ,   (6) 

 
Then, in constant profile, searching the stego vector y 

amounts to search the change vector e of minimal weight in 

the coset T(m - xH )C . Syndrome coding is capacity achieving 

for the PLS problem if random linear codes are used. 
Unfortunately, random linear codes are not practical due to 
the exponential complexity of the optimal binary coset 
quantizer (4), which is the most challenging part of the 
problem. 

3)  Wet Paper Codes: 

The wet paper channel is based on pixels selection 
technique which consists in choosing pixels whose change is 
less perceptible by human visual system and having less 
statistical effects on the cover image. In the case where all 
pixels are assigned ρi = 1 (the so called constant profile), 
minimizing the distortion D is reduced to minimize the 
number of embedding changes. However, in practice some 
pixels of the cover image can be more sensitive to change than 
others. The first called wet pixels (with ρi =  ∞); we must force 
the embedding algorithm to keep such pixels unchanged. The 
second called dry pixels (with ρi = 1) can be changed. In this 
case we say that we have a wet paper channel [15]. The 
syndrome coding is also applied to this type of channel using 
wet paper codes [11], [12] and [15]. The polar code design for 
wet paper channel with a given relative wetness 

{ : } /ii nτ ρ= = ∞ , withe |X| denotes the cardinality of the set 

X, is described in Section IV-B. 

B. Polar Codes 

Based on a new paradigm of coding, polar codes are 
defined as the first codes that achieve the channel capacity, 
limit established by Shannon. A polar code of length n = 2p 
and dimension k will be denoted by PC(n,k). W is a B-DMC 
(Binary-input Discrete Memoryless Channel). The symmetric 
capacity [18] of W is denoted by I(W) and the reliability 
parameter is Z(W). Let A and its Ac respectively denote 
information and frozen bits sets. The construction of polar 
codes is based on channel polarization. It consists in 
synthesizing of n independent copies of a given B-DMC W to 

create n others channels ( ){W :1 }≤ ≤i
n i n . It is made up two 

steps: channel combining and channel splitting [18] with we 
summarize as follows: 

 

{ }
  

( )

1, ,

combining splitting
(W, W,..., W) W W

= …
→ → i

n n i n
.   (7) 

 
The channel combining combines n copies of a given 

B-DMC W in a vector channel Wn. It is done recursively by 
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combining two copies of Wn/2. During channel splitting we 

subdivide Wn into n channels ( )W i
n , 1 ≤ i ≤ n. Channel 

polarization can be seen as a recursive channel transformation 
process which can be represented as follows [15], [17]: 

 

( ) ( )( ) ( ) (2 1) (2 )
2 2 we constructW , W W , W−→i i i i

n n n n  
.  (8) 

 
The polar coding is done using the following relationships: 
 

1 1

/2
2

/2 /2

G

G 0
G B G B

G G
⊗

=

 
= =  

 

n n
n

np
n n n

n n

 x u

,    (9) 

 
with Bn is a bit-reversal permutation matrix, Gn is a 

generator matrix, 1 1( , , )= Ki
iu u u , with 1 ≤ i ≤ n and [ ]G 11 =  

and 1 0
1 1

G2
 
 

= . The Kronecker product between matrix 

A [ ]A ij= , 1 ≤ i ≤ n and 1 ≤ j ≤ m and B [ ]Bij= , 1 ≤ i ≤ q and 

1 ≤ j ≤ r is defined by 
 

11 1

1

A B A B
A B

A B A B

 
 ⊗ =
 
 

L

M O M

L

n

m mn

      (10) 

 
which is a mq×nr matrix. The Kronecker power is defined by 

(A A A⊗ ⊗⊗=p p-1) , for all p ≥ 1, with [ ]0A 1⊗ = . 

For polar code PC(8,4), we have: 
 

2

1 0 0 0 0 0 0 0
1 1 0 0 0 0 0 0
1 0 1 0 0 0 0 0
1 1 1 1 0 0 0 0
1 0 0 0 1 0 0 0
1 1 0 0 1 1 0 0
1 0 1 0 1 0 1 0
1 1 1 1 1 0 1 1

G⊗

 
 
 
 
 
 
 

p
=  and 

1 0 0 0 0 0 0 0
1 0 0 0 1 0 0 0
1 0 1 0 0 0 0 0
1 0 1 0 1 0 1 0
1 1 0 0 0 0 0 0
1 1 0 0 1 1 0 0
1 1 1 1 0 0 0 0
1 1 1 1 1 0 1 1

G

 
 
 
 
 
 
 

n =  (11) 

 
The information word 1

nu  is transformed in a code word 

1
nx . Each bit xi of 1

nx  borrows a copy of W and the gives the 

bit iy  of the received word 1ny  as shown in Fig. 1. 
 

 
Fig. 1.  Polar coding scheme. 

 

In polar coding if 1
nu  has a uniform distribution then ( )W i

n  

is the channel really seen by iu  (Fig. 2).  
 

 
Fig. 2.  Equivalent of polar coding scheme. 

 

The most reliable ( )W i
n  are used to carry the information 

bits and the least reliable ones contain the frozen bits 
( ) ( )(W ) (W )≤i j
n nZ Z , for any A∈i  and cA∈j  

Polar codes are several applications in information theory 
and have been recently introduced in steganography [15]. 

III.  FIRST PCS (POLAR CODING STEGANOGRAPHY) METHOD 

Denote by SPC(n,m=n-k) the steganography based on polar 

code PC(n,k). 

A. Construction of Polar Codes in Steganography 

The construction of polar codes for the purposes of 
steganography can be summed up in three steps [15] as shown 
in Fig. 3. 

 

 
Fig. 3.  Construction of polar codes for steganographic purposes. 

 

We calculate the reliability parameters as follows [15]: 
 

( ) ( ) ( )
( ) ( )

2( ) (( 1)/ 2) (( 1) /2)
/2 /2

2( ) ( / 2)
/2

W 2 W W

W W

j j j
n n n

j j
n n

Z Z Z    if  j is even

Z Z                                 if  j is odd 

+ += −

=
, (12) 

 
The initial value is calculated with 
 

( ) ( ) ( ) ( )(1)
1W W 2 W 0|0 W 0|1 2 (1 )e eZ Z p p  = = = − , (13) 

 
where ep  is the error probability of the channel W , 

( )W(0 |1) W 1| 0ep = =  and 1 W(0 | 0) W(1|1)ep− = = . 

To obtain A  and cA  we select channels with the 
parameters of the lowest reliabilities for data bits. The indices 
of these channels form the information bits A . Its cardinality 
is equal to the dimension k  of the considered polar code. The 
n k−  other channels carry redundancy bits. Their indices 

constitute cA . 
To determinate a parity check matrix of a polar code, we 

use the lemma given by Goela et. al. [19, Lemma 1] which 
states that if the frozen bits are equal to 0 then the transpose of 
the parity check matrix H of the polar code is given by the 
columns of the generator matrix Gn whose indices are in Ac.  

As examples, we use a polar code PC(4,1) for the 
steganography SPC(4,3) and PC(8,4) for SPC(8,4). 
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For PC(4,1), { }A 4= , { }c 1, 3A 2, = and a parity check 

matrix is: 

 

1 1 1 1
0 0 1 1
0 1 0 1

 
 
 

H =   and its transpose 
1 0 0
1 0 1
1 1 0
1 1 1

 
 
  

T
H =   (14) 

 

If we use PC(8,4) then { }4, 6, 8A  7, = , 

{ }c 1, 2 5A , 3, = and from (11) we have : 

 

1 1 1 1 1 1 1 1

0 0 0 0 1 1 1 1

0 0 1 1 0 0 1 1

0 1 0 1 0 1 0 1

 
 
 
  

H =   and 

1 0 0 0
1 0 0 1
1 0 1 0
1 0 1 1
1 1 0 0
1 1 0 1
1 1 1 0
1 1 1 1

 
 
 
 
 
 
 

T
H =    (15) 

 
The steganographic scheme is made up two steps. 

B. First Step 

By making the most of the particular form of H and its 
transpose HT, we can transform the equations of the relation 
yHT = m in a system allowing calculating the coefficients of 
the stego vector y (see [15]): 

 

( )
T

 
T

1 ,1  ;  down to1 ++= + + + = −Li n ji ji n jy njy H y H m k  (16) 

 
with i the position of first 1 on column j of HT. For each j, we 
calculate the corresponding yi. The vector y must be 
initialized to the cover vector x before the calculations. With 
(16), we obtain a stego vector yp verifying yHT = m but it is 
not the closest to the cover vector x. 

C. Optimization of the First Solution 

The objective of this step is to find the stego vector y 
closest to x by using the polar code PC(n,k). Let ep be the 
embedding change vector corresponding to the stego vector yp 
found with the first step. The distortion (3) can be written: 
 

1

(e) e
=

=∑
n

i i
i

D ρ        (17) 

 
where |xi − yi| = ei and ρi = 1 for constant profile and ρi = {1,∞} 
for wet paper channels. The insertion and extraction functions 
become: 
 

T T T

e  (s)
(x,m) arg min (e)                       

(y) yH    m   eH    s   m - xH  

∈
=

= = ⇔ = =

C
Emb D

Ext

 

  (18) 

 
Considering the problem in the following three points [15]: 

• we have a first solution ep ® initial solution, 
• we have to minimize the distortion D(e)® 

minimization problem, 
• verifying eHT = m - xHT = s ® constraints, 

we have a minimization problem with equalities constraints 
and initial solution ep. The problem can be formalized as 
follows: 

 

{ }

T

                                                    

T T

s.t
e                                                         

p

argmin    e  (e)  ,e  e                  

e 0,1   binary vector
eH m xH s
e  

( )

 

= = < > =

∈
= − =

ρ ρ

n

f D

T

pinitial solution  e H s 





⇔ =

(19) 

 
with f the objective function and ρ = {ρi} 1≤i≤n the change cost 
vector. This is a problem of linear programming written in 
standard form. It can be solved using the methods simplex or 
interior points [15]. 

IV.  NEW POLAR CODING STEGANOGRAPHIC ALGORITHM 

In [16], we have proposed two approaches for complexity 
reducing. The first use lookup tables and the second exploits 
the form of the syndrome but its definition is based on lookup 
tables. Additionally, only the second approach was 
implemented in practice. In this section we propose a new 
version of the second approach which does not need lookup 
tables, which is implemented in practice and compared to 
PCS. We will consider constant profile case and wet paper 
codes. 

A. New PCS for Constant Profile 

Consider the polar code PC(4,1) for the steganography 

SPC(4,3). According to (14), the columns H.j, 1 ≤ j ≤ 4, of the 

parity check matrix H satisfy the following equations: 
 

T
.1 .2 .3 .4

T

.1 .3 .2 .4
T

.1 .4 .2 .3

(0 01 )
(01  0)
(01 1 )

+ = =
+ = + =
+ = =

+

+

H H H H
H H H H
H H H H

    (20) 

 
When using polar code PC(8,4) for steganography 

SPC(8,4), the inequalities verified by the columns H.j, 1 ≤ j ≤ 8 

of the parity check matrix H (15) are: 
 

T
.1 .2 .3 .4 .5 .6 .7 .8

T
.1 .3 .2 .4 .5 .7 .6 .8

T
.1 .4 .2 .3 .5 .8 .6 .7

T
.1 .5 .2 .6 .3 .7 .4 .8

.1 .6 .2 .5 .3 .8 .4 .7

(0 0 01 )
(0 01  0)
(0 01 1 )
(01  0 0)

= = = =
= = = =
= = = =

+ + + +
+ + + +
+ + + +
+ + + +
+

= = = =
= = = =+ + +

H H H H H H H H
H H H H H H H H
H H H H H H H H
H H H H H H H H
H H H H H H H H T

T
.1 .7 .2 .8 .3 .5 .4 .6

T
.1 .8 .2 .7 .3 .6 .4 .5

(01  01 )
(01 1  0)
(01 1 1 )

+ + + +
+ + +

= = = =
= = = + =

H H H H H H H H
H H H H H H H H

 (21) 

 
First calculate the syndrome s = m - xHT. If it is equal to: 

• Synd. 1: zero vector then the embedding change 
vector e is also equal to zero vector; 

• Synd. 2: one column of H let be H.j (s = H.j), then it has 
as first element 1 and the embedding change vector e has only 
one 1 at position j. The columns H.j (j = 1:n) of H represent the 
binary values of the numbers between n and 2n-1 (see, for 
example, (20) and (21)). Thus, on column j, we have the 
binary representation of n+j-1. The decimal value dec(H.j) = n 
+ j - 1. Hence, j = dec(s) – n + 1; 

• Synd. 3: sum of two columns of H (H.1 and H.j) then it 
has a 0 as first coefficient, see (20) and (21). The decimal 
value varies between 1 and n-1. The embedding change vector 
has two 1; the first at the first position and the second at 
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position j. The decimal value of the sum of the two columns 
H.1 and H.j is equal to ((n) + (n+j-1)) mod 2n = j-1. Then 
dec(H.1+H.j) = j - 1. Hence, j = dec(s) + 1. 

These three cases are also valid for the equivalent1 systems. 
According to these observations, there is a relationship 
between the decimal value of syndrome s and the position of 
the 1 of the embedding change vector e. A necessary 
condition is 2n-k=2∙n=2p+1. Then n-k=p+1. Hence 
k=n-1-log2n=2p-1-p. The validity of these observations 
concerns the values: 

 

{ }
{ }
{ }

2,3,4,5,6,7

4,8, ,128

1,4, ,120

∈ =
∈ … =
∈ … =

p       

n    

k    

P

N

K  

      (22) 

 
with n = 2p, k = 2p – 1 – p and ∈p P . 

For an arbitrary polar code PC(n,k) [18], the length n is a 
power of 2 and the dimension k is a positive integer in {1, 2, 
…, n-1}. For a polar coding steganographic scheme, the 
optimality condition [15] is m = n – k > p = log2 n. The 
parameters of our polar code in the proposed approach satisfy 
this optimality condition because we have n – k = p + 1 > p. 

Consider a given PC(N=2P,K) for steganography 
SPC(N,N-K). If NÏN (i.e. PÎ{8,9,¼} = ℕ\(P∪{0,1}))) or 

KÏK, we can always come down to a validity case. For NÎN, 

if KÎK then we apply directly the steganographic method 

with SPC(N,N-K) else we normalize K. For NÏN, we 
normalize N and then K. 

• Normalization of N: subdivide N in several integers n 

so that nÎN. Since N and n are both power of 2 (N = 2P and 

n=2p), with N > n, then N is divisible by any nÎN. The ratio 
P

P2
2 2

2
p a

p

N

n
−= = =  is a power of 2. Thus, we obtain 2a  

segments of size nÎN each. 

• Normalization of K: we aim to bring K back to an 

integer kÎK. But, since we are interested in the size m = n-k 

of the message for steganography rather than k, then we will 

subdivide N-K in n-k = p+1 parts such as n = 2p
ÎN and k = 

(n-1-log2 n)ÎK. Since we know n, we can determine k. N-K is 

not always divisible by n-k. Let N-K = (n-k)⋅q+r, with 0 ≤ r < 
n-k. If r = 0 then we subdivide N-K in q segments of size n-k. 
Otherwise (i.e. 0< r < n-k), we have q segments of size n-k and 
another one of size r. In this case, we complete this segment 
with (n-k)-r bits 0 to have a size equal to n-k. 

The embedding is done by pair of a cover medium segment 
and a message segment. The number of cover segments must 
be equal to or greater than the number of message segments. 

The following algorithm (Algorithm 1 ) calculates a coset 
leader for a given syndrome s. 

 
 
 
 

 
1  Equivalent denotes the system obtained for another polar coding 

steganographic parameter n different to 8. 

Algorithm 1  Calculation of a syndrome coset leader. 

Inputs: cover vector x, message m and parity check matrix H. 
Outputs: syndrome coset leader e. 
1: Initialization: 
2: p ← an element of P; n=2p; k ← n–1–p; 

3: e ← (0, …, 0); y ← x; 
4: Calculation: 
5: If  xHT ≠ m then 
6:       s ← m – xHT; 
7:       calculate decimal value of binary syndrome vector 
8:       (dec← decimalConversion (s)) 
9:        if  1st coefficient of syndrome s is equal to 1 then 
10:                   affect the (dec+1-n)-th coefficient of e to 1; 
11:      else 
12:                     affect 1st and (dec+1)-th coefficients of e to 1; 
13:       end (if) 
14: End (If) 

 
The function decimalConversion(s) converts a binary 

vector s into its decimal value. 
For a given parameter p not in validity domain, we can 

always come down to valid parameter by subdividing it to one 

of the valid parameters in P. Furthermore, we can choose one 

of the valid parameters pÎP and subdivide the cover medium 

size N to nÎN and the secret message size to n-k with kÎK. 

This implies that we can choose the parameter p, which 
minimizes well the embedding impact. 

B. Wet Paper Polar Codes 

In this section, we explain how polar codes can be used for 
the wet paper channel. Give first two theorems that make 
applicable polar codes for wet paper. 

Theorem 1 (Rank of the parity check matrix): The rank of 
a parity check matrix H of a polar code of block length n and 
dimension k is 

 
rank(H)= −n k         (23) 

 
Proof: The generator matrix of the polar code Gn is 

invertible [18] i.e. the columns of Gn are linearly 
independents (none of the columns is linear combination of 
the others). This is equivalent to rank(Gn) = n. The matrix HT 
is obtained by pruning the k columns of Gn whose indices are 
in the information set A [19]. Then Gn is the matrix HT at 
which we add k others columns which none is linear 
combination of the others columns of HT. Thus rank(HT)  + k 
= rank(Gn) = n. Since rank(HT) = rank(H). Then rank(H)  + k = 
n. Finally rank(H) = n – k. 

Consider still the set of wet elements J. The maximum 

number of positions that we can lock for the wet paper 
steganography is n – rank(H) = k. 

Theorem 2 (Maximum number of locked elements): Let 
SPC(n,m=n-k) denote the polar coding steganography such 

that nÎN and kÎK. The maximum number ℓmax for which we 

are always able to lock any combination of ℓmax positions is 

 

1
2

= −lmax

n
         (24) 
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Proof: Consider, for example, the lock of n/2 last positions 
of the cover vector. This amounts to prune the n/2 last 
columns of the parity check matrix H for the matrix product 
yHT = m. In this case, the second row of the matrix H has all 
its elements equal to 0 and may then, be written as linear 
combination of the others (see for example (14) and (15)). 
This means that we can’t always lock n/2 positions or more. 
The maximal number of positions that we can always lock, for 
any combination, is then less than n/2. It is between 1 and 
n/2-1. Let  ℓ be the number of locked positions, then 1 ≤ ℓ ≤ 
n/2-1. In our steganographic problem, we must lock a number 
of positions such that yHT = m has, at least, one solution. 
Then, the system must have a number of unknowns more than 
or equal to the number of equations. The number of unknowns 
after locking is equal to n-ℓ and the number of equations is n-k 

= 1+log2(n) = 1+p. Thus, we must have n-ℓ ≥ n-k then ℓ ≤ k. 

The value of ℓ have two constrains (ℓ ≤ n/2-1 and ℓ ≤ k). So 

ℓmax = min{k, n/2-1} = min{n-1-log2(n), n/2-1}. Prove that 

ℓmax = n/2-1. This amounts to demonstrate that n/2-1 ≤ 
n-1-log2(n). That is equivalent to prove that their difference d 
= n-1-log2(n)-n/2+1 = n/2-log2(n) = 2p-1-p is positive or null. 

Consider the following function f : N \{0,1} → Z such that 

f(p)= 2p-1-p. This function is continuous and differentiable. Its 
derivative is f’(p)=(p-1)∙2p-2-1 ≥ 0, for p ≥ 2. This mean that f 
is monotonic and f (2) = 0. Then f(p) ≥ 0 for any p ≥ 2 ⇒ d ≥ 

0. Consequently n-1-log2(n) ≥ n/2-1. Finally, we have ℓmax = 
n/2-1. 

On the one hand, we can lock k positions but not any ones. 
On the other hand, any combination of n/2-1 positions can be 
chosen for the locking. Then, to ensure to always succeed the 

locking, we will not exceed ℓmax. 

Let J be the set of wet elements, then: 

• If syndrome s is in Synd. 1 then we do nothing because 
e is also a zero vector; 

• If s is in Synd. 2 then consider, by quadruplets, the 
decimal values of the n syndromes whose embedding change 
vectors have a single 1. These syndromes correspond to the n 
columns of H and constitute the half of all possible 2n-k = 2n. 
We have n/4 quadruplets and each consists of four 
consecutive syndromes: 
 

{ }4 4; 4 3; 4 2; 4 1 , 1, , / 4= + − + − + − + − = KiQ n i n i n i n i i n (25) 

 
Searching to know the quadruplet Qi of a given syndrome s, 

we calculate its index i by: 
 

( (s) 1) /4= − +  i dec n        (26) 

 

where   denote the ceil operator and dec(s) is the decimal 

value of the syndrome s. 
Proof: According to (25), dec(s) varies between n+4i-4 and 

n+4i-1 for quadruplet Qi. Therefore (dec(s)+n+1)/4 is 
included between i-3/4 and i. Thus, when applying the round 

to the upper bound then (dec(s)+n+1)/4 is between i-3/4=i 

and i. This gives (26). 
Let s, s1, s2 and s3 be the syndromes forming a quadruplet Q 

and e, e1, e2, e3 their corresponding embedding change 

vectors, ei∙H
T = si, for i=1, 2, 3. In each quadruplet, a 

syndrome is equal to the sum of the three other; therefore s = 
s1 + s2 + s3. Let e4 = e1 + e2 + e3, then e4∙H

T = e1∙H
T + e2∙H

T + 
e3∙H

T = s1 + s2 + s3 = s. Thus e4 is in the coset of s. 
Consequently, to lock the position j, we choose as embedding 
change vector e4. Each of the vectors e1, e2, e3 has only one 1 
respectively at different positions j, h, and t. Then e4 has three 
1 at positions h, l and t. If at least one of these three positions 
is in J, then we search another embedding change vector with 

1 at positions not in J. To do so, we choose a pair in the triplet 

containing one or two elements belonging to J. The chosen 

pair, let be (h, l), is then replaced by another pair (f, g) which 
is not included in J with the equality of an equivalent system 

of (21) (see Algorithm 2 ). The new embedding change vector 
will have 1 at positions f, g and t which and 0 at replaced 
positions h and l. 

• If s is in Synd. 3 (i.e. e has two 1 at positions 1 and j 
which at least one is in J), then we search with (21) or an 

equivalent, the pair (h, l) not included in J using Algorithm 2 . 

The embedding change vector will have then two 1 at 
positions h and l. 

For position replacement, the algorithm is as follows: 
 

Algorithm 2  Replacement of a pair by another not in J. 

Inputs: pair to replace (i, j) the set of wet element J. 

Outputs: the new pair obtained (l, t). 
1:    While (not found and not end of J) 

2:       Search a first position l1 (from 1 to n) not in J 

3:       Search a second position t1 (t1> l 1) not in J 

5:     If  ((l1, t1) verifies with (i, j) one of the equalities of (21)) 
6:            l ← l1;    t ← t1;   return  (l, t); 
7:     Else If  (not end of J) 

8:           Go to line 3. 
9:     End (If)  
10:   if  (no good pair (l1, t1) is found) 
11:         Go to line 2. 
12:   end (if) 
13:         Repeat until having a good pair (l1, t1) 
14:                    l ← l1;    t ← t1;   return  (l, t); 
14:   End (While) 

 
with bin(a) is the binary value of the number a. 
The new proposed scheme can be summarized as follows: 

 

 
Fig. 4.  New polar coding steganographic scheme. 

ICACT Transactions on Advanced Communications Technology (TACT) Vol. 5, Issue 5, September 2016 932

Copyright ⓒ 2016 GiRI (Global IT Research Institute)



 

 

The upper part of the scheme deal with the constant profile 
case with the three possible cases. In the case of wet paper 
channel we continuous with the lower side by replacing the 
wet elements indices. After replacement, the new positions 
are set to 1 and the old reset to 0 in the embedding change 
vector e. After calculating e, we can obtain the stego vector by 
y = x + e. 

V. EXPERIMENTAL RESULTS 

We have represented in Fig. 5 the embedding efficiency 
e=m/D(x,y) of the proposed method in wet paper channel 
according to relative wetness t = |{i : ρi = ∞}|/n. We have 
looked n/2-1 elements and then t = (n/2-1)/n. 

For relative wetness t varying between 0.25 and 0.5, the 
embedding efficiency increase from 2.4 to 5.9. The increasing 
is faster than the relative wetness is great. This proves the 
goodness of the embedding efficiency. 

 

 
Fig. 5.  Embedding efficiency for wet paper codes. 

 

We have also given the complexity variation of the 
steganographic scheme based on polar codes [15] and those 
of the algorithm proposed in this paper. To compare the 
complexity of algorithm PCS with the new algorithm, we 
measure the required time resources amount for solving the 
problem of minimizing the embedding impact (here, research 
of the embedding change vector). For that, we observe their 
execution time on a computer. We perform several tests on 
Dual Core CPU running at 3.46 GHz with 2 GB RAM. We 

chose a polar code of block length nÎN and dimension kÎK 

because our algorithm is applied to these values (see (22)). 

For each pair (n,k)Î(N,K), 20 cover vectors and 20 messages 

are randomly generated. Then, we calculate the execution 
times average (in seconds) of messages embedding in cover 
vectors. This calculation is done for the two algorithms. 

The obtained results for constant profile and wet paper 
channel cases are respectively represented by Fig. 5 and Fig. 
6. Each curve represents specifically the average execution 
times of the research algorithm of the embedding change 
vector corresponding to the syndrome calculated from 
randomly generated cover vector and message. The execution 
time curve of PCS algorithm is blue and the red one represents 
the proposed new algorithm. 

 

 
Fig. 6.  The execution time of the two schemes for constant profile. 

 

The execution time of the new algorithm is lower than the 
PCS scheme [15] in constant profile (Fig. 6) as well as in wet 
paper channel (Fig. 7). The difference between the two curves 
increases with the size of the cover vector n. This allows us to 
pronounce on complexity reducing. Therefore, the scheme 
proposed in this paper allows minimizing the embedding 
impact with a reduced time complexity when compared to 
first PCS. 

 

 
Fig. 7.  The execution time of the two schemes for wet paper channel. 

 

We can test the embedding scheme with cover images 
coming from BOSSbase database version 1.01 (Break Our 
Stego System) [21] containing 10.000 512×512 8-bit 
grayscale images of pgm format coming from rescaled and 
cropped natural images of various sizes of eight different 
cameras. 

To make the message less detectable, we choose to permute 
the pixels of the cover image before embedding. Because the 
images have a fixed size of 512×512 pixels and 512 is a power 
of 2, we can use the bit-reversal permutation matrix B512, 
described in Section II-B, for permutation. This permutation 
matrix B512 can be used to permute the rows and the columns 
of the cover images before embedding the secret message as 
shows by Fig. 8. After permutation the obtained image is 
splitting in 512/n=29-p blocs because the bloc length n=2p of 
the used polar code is also a power of 2. Further, we can 
permute the rows and the columns of these n×n pixels bloc 
images using bit-reversal permutation matrix Bn. Then, we 

repeat the same process as in Fig. 8 with bloc images I i
RC  and 

Bn. 
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Fig. 8.  Permutation and splitting images. 

 

Thus the changes will be scattered over isolated pixels of 
the image making less detectable the secret message and 
allowing a more secure insertion. After insertion, it is 
necessary to find the original order of pixels of the cover 
image. To achieve this, we still use the matrix Bn since it is 
invertible and equal to its own inverse. Note that permutation 
technique was used in the pass but it depended on a key 
derived from a password. The receiver needed the correct 
secret key to be able to repeat the permutation which had 
linear time complexity O(n) in [5]. Our permutation technique 
depends only on the bit-reversal permutation matrix Bn which 
is already used in the construction of the polar code. 

In this manner, we have four images choices to embed the 
secret message. We can choose the original cover image I, or 
the rows permuted image IR, or the columns permuted image 
IC, or rows and columns permuted image IRC. This secret 
choice can be shared with de receiver and is unknown to all 
another person. The image ‘28.pgm’ of BOSSbase is used to 
illustrate the permutation effects. The original image and the 
three permuted images are shows in Fig. 9 (top-left the 
original image, top-right the rows permuted image, 
bottom-left the columns permuted image and bottom-right the 
rows and columns image). 

As we can see, the black band on the right columns of the 
original image is also visible on the rows permuted image. 
In the same, the white pixels on the top remains on the top 
rows of the columns permuted image. Conversely, for the 
rows and columns permuted image the pixels are uniformly 
distributed.  

 

     

     
Fig. 9. Original image and different permuted images. 

 

In Fig. 10, white pixels correspond to changes by +1 or −1 
and the black ones correspond to pixels that did not change. 
For the rows and columns permuted image, the changes are 
uniformly distributed over the whole image (right) when 
compared to the image without permutation (left) in which the 
changes are all at the top of the image. The changes in the 
stego rows and columns permuted matrix will, of course, 
more hard to be detected by an attacker. 

 

    
Fig.10. Positions of the embedding changes on non-permuted image (left) 

and rows and columns permuted image (right) when 0.2 bpp (bit per pixel) is 
embedded in ‘28.pgm’. 

VI.  CONCLUSION 

We proposed, in this paper, new practical steganographic 
methodology based on polar codes that significantly reduce 
the complexity of PCS scheme [15] without using lookup 
tables [16]. This approach exploits the form of the syndrome 
calculated from the cover medium and the secret message, to 
determine the embedding change minimizing the distortion 
function. A relationship between the decimal value of the 
syndrome and the position of non-zero elements of the 
embedding change vector is established. This relationship is 
used to evaluate the changes position on the cover vector. As 
PCS, this method allows minimizing the embedding impact 
with a reduced time complexity. The algorithm proposed in 
this paper provides good performance in terms of embedding 
efficiency and has a lower time complexity than PCS for both 
constant profile and wet paper cases as shown by the 
execution time comparison curves of the two schemes. We 
have also applied the scheme on images in spatial domain. We 
have chosen to permute the pixels of images before 
embedding the private message. The permutation can be done 
only on the rows or only on the columns or both on the rows 
and columns of the cover image. This allowed scattering the 
changes at isolate pixels of the image and made the 
stego-system more secure. 

As part of our future research, we plan to propose an 
adaptive steganographic scheme based on polar codes using 
adaptive linear programming decoding of polar codes. We 
also plan to propose a method of steganalysis.  
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