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All the editor group members are to be assigned as a evaluator(editor or reviewer) to submitted journal 

papers at the discretion of the Editor-in-Chief. It will be informed by eMail with a Member Login ID and 

Password.  

Once logined the Website via the Member Login menu in left as a evaluator, you can find out the paper 

assigned to you. You can evaluate it there. All the results of the evaluation are supposed to be shown in 

the Author Homepage in the real time manner. You can also enter the Author Homepage assigned to 

you by the Paper ID and the author's eMail address shown in your Evaluation Webpage. In the Author 
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via the Evaluation Webpage that can be shown in the Author Homepage also.  
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Editor-in-Chief will assign a evalaution group( a Editor and 2 reviewers) in a week upon receiving a 

completed Journal paper submission. Evaluators are given 2 weeks to review the paper. Editors are 
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enough of the reviews have come in. In revision case, authors have a maximum of a month to submit 

their revised manuscripts. The deadlines for the regular review process are as follows: 
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Evalution Procedure Deadline 

Selection of Evaluation Group 1 week 

Review processing 2 weeks 

Editor's recommendation 1 week 

Final Decision Noticing 1 week 

 

 Making Decisions on Manuscript  

Editor will make a decision on the disposition of the manuscript, based on remarks of the reviewers. The 

editor's recommendation must be well justified and explained in detail. In cases where the revision is 

requested, these should be clearly indicated and explained. The editor must then promptly convey this 

decision to the author. The author may contact the editor if instructions regarding amendments to the 

manuscript are unclear. All these actions could be done via the evaluation system in this Website. The 

guidelines of decisions for publication are as follows: 

Decision Description 
Accept An accept decision means that an editor is accepting the paper with 

no further modifications. The paper will not be seen again by the 
editor or by the reviewers.  

Reject The manuscript is not suitable for the ICACT TACT publication.  

Revision The paper is conditionally accepted with some requirements. A 
revision means that the paper should go back to the original 
reviewers for a second round of reviews. We strongly discourage 
editors from making a decision based on their own review of the 
manuscript if a revision had been previously required. 

 

 Role of the Reviewer   

Reviewer Webpage:  

Once logined the Member Login menu in left, you can find out papers assigned to you. You can also 

login the Author Homepage assigned to you with the paper ID and author's eMail address. In there you 
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Quick Review Required:  

You are given 2 weeks for the first round of review and 1 week for the second round of review. You must 

agree that time is so important for the rapidly changing IT technologies and applications trend. Please 

respect the deadline. Authors undoubtedly appreciate your quick review.  
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Anonymity:  

Do not identify yourself or your organization within the review text.  

Review:   

Reviewer will perform the paper review based on the main criteria provided below. Please provide 

detailed public comments for each criterion, also available to the author.  

 How this manuscript advances this field of research and/or contributes something new to the 
literature?  

 Relevance of this manuscript to the readers of TACT?  
 Is the manuscript technically sound?  
 Is the paper clearly written and well organized?  
 Are all figures and tables appropriately provided and are their resolution good quality?  
 Does the introduction state the objectives of the manuscript encouraging the reader to read on?  
 Are the references relevant and complete?  

 

Supply missing references:   

Please supply any information that you think will be useful to the author in revision for enhancing 

quality of the paperor for convincing him/her of the mistakes.  

Review Comments: 

If you find any already known results related to the manuscript, please give references to earlier papers 

which contain these or similar results. If the reasoning is incorrect or ambiguous, please indicate 

specifically where and why. If you would like to suggest that the paper be rewritten, give specific 

suggestions regarding which parts of the paper should be deleted, added or modified, and please 

indicate how.  
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 You can see all your paper information & progress. 
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 Using the Submit button, submit your journal paper through ICACT Website, then you will get new 

paper ID of your journal, and send your journal Paper ID to the Secretariat@icact.org for the review and 

editorial processing. Once you got your Journal paper ID, never submit again! Journal Paper/CRF 

Template  

 Step 2. Full Paper Review  

 Using the evaluation system in the ICACT Website, the editor, reviewer and author can communicate 

each other for the good quality publication. It may take about 1 month.  

 Step 3. Acceptance Notification  

 It officially informs acceptance, revision, or reject of submitted full paper after the full paper review 

process.   

Status Action 
Acceptance Go to next Step. 

Revision Re-submit Full Paper within 1 month after Revision Notification.  

Reject Drop everything.  

 

 Step 4. Payment Registration 

 So far it's free of charge in case of the journal promotion paper from the registered ICACT conference 

paper! But you have to regist it, because you need your Journal Paper Registration ID for submission of 

the final CRF manuscripts in the next step's process. Once you get your Registration ID, send it to 

Secretariat@icact.org for further process.   

 Step 5. Camera Ready Form (CRF) Manuscripts Submission   

 After you have received the confirmation notice from secretariat of ICACT, and then you are allowed to 

submit the final CRF manuscripts in PDF file form, the full paper and the Copyright Transfer Agreement. 

Journal Paper Template, Copyright Form Template, BioAbstract Template,  
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paper has been accepted by the ICACT Technical Program Committee, if you could extend new contents 

at least 30% more than pure content of your conference paper. Journal paper must be followed to 

ensure full compliance with the IEEE Journal Template Form attached on this page.  
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Abstract—Among the neurological diseases, parkinson’s disease 

is the second most common disease, which affect the old age 

people over the age of 65 year. It is also mentioned that the 

number of people affected with Parkinson’s disease will increase 

at a higher rate until 2050, and it will be a rising concern to many 

developed countries because the cost due to the healthcare 

service of these disease is really high. Parkinson’s disease (PD) 

belongs to the group of neurological disorder, which directly 

affect the brain cells and the effect is shown in terms of 

movement, voice and other cognitive disabilities. Past few years 

researchers are working for detection and monitoring of the 

Parkinson’s disease by using the speech analysis as well as the 

gait analysis data. Machine learning and artificial intelligence 

techniques are gaining popularity because these techniques are 

able to automate the pattern recognition process with high 

accuracy.  
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However so far, no body has compared the performance 

metrics using different feature sets by applying nonlinear and 

linear classification approaches based on the voice data. So, in 

this paper we have proposed a new approach by comparing the 

performance metrics with different feature sets such as genetic 

algorithm-based feature sets as well as Principal Component 

Analysis based feature reduction technique for selecting the 

feature sets. We have used different classification approaches to 

compare the performance metrics. We have found an accuracy of 

97.57% using SVM with RBF by using genetic algorithm-based 

feature sets. This analysis will help the clinicians to differentiate 

the PD group from healthy group based on the voice data. 
 

Keywords— Parkinson’s disease, machine learning, feature 

selection, voice data, genetic algorithm 

I. INTRODUCTION 

Past few years a lot of research has been going on the 

Parkinson’s disease because the healthcare related cost due to 

this disease is keeping on increasing as the longevity of the 

population is increasing in the developed countries. Since this 

disease affect most of the old people, it is become necessary 

for the developed counties to detect the disease at the early 

stage. The early detection will help the developed country   in 

economic perspective as well as social perspective because it 

can be assessed well. Parkinson’s disease belongs to one of 

the category of neurodegenerative disease which directly as 

well as indirectly affects the brain cells that will affect the 

movement, speech and other cognitive parts [1, 2, and 3]. The 

Parkinson’s disease is progressive in nature. As the disease 

progresses more than 90% of the patients has the speech 

disorder [4]. The symptom related to the vocal impairment of 

Parkinson’s disease patients is called dysphonia. The 

clinicians measured some indicators related to dysphonia to 

assess the PD patients. The measures related to dysphonia 
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could be treated as an important and most reliable tool to 

assess the voice related problem and monitor it at different 

stage [5, 6]. Usually the measures have lot of features which 

does not helpful for machine learning approaches, so feature 

selection method has been used for proper assessment. The 

feature selection method will help to evaluate the important 

contribution of the features in the assessment of the disease at 

different stage and also it helps to achieve good accuracy [7, 

8].  

The traditional diagnosis needs lot of observations related 

to the daily living activities, motor skills and other 

neurological parameters to assess the progression of PD, but 

this process is not suitable for the early detection of the PD. 

With respect to the past research it is found that artificial 

intelligence and machine learning techniques have good 

potential for the classification and it also found that the 

classification system helps to improve the accuracy and the 

reliability of the diagnosis and also minimize the errors as 

well as make the system more efficient [9]. improvement on 

the prediction of accuracy on the progression of PD is getting 

lot of attention these days [10, 11]. 

So in this paper an attempt has been made to check the 

improvement in the accuracy while classifying the PD group 

from the healthy control group by using different machine 

learning algorithm with different feature sets such as the 

genetic algorithm (GA) based feature set as well as the PCA 

based feature sets. Finally, a comparison has made in terms of 

performance metrics using different feature sets. The structure 

of the paper is organized as follows: Section 2 presents the 

past work related to classification model used for voice 

datasets. Section 3 describes about the methodologies used for 

this research work. Section 4 describes about the result of 

feature selection as well as the result of classification. Section 

5 describes about the conclusion and future work. 

II. RELATED WORK 

Some of the Past research works are mentioned below to give 

overall ideas about the amount of work has been done in this 

field. Shahbaba and Neal used nonlinear based approach for 

classification of PD. They have used Dirichlet process 

mixtures and compared the results with other classification 

model such as decision trees, support vector machine and 

multinomial logit model and they found Dirichlet process-

based method provides best classification approach of 87.7% 

compared to the other model [12]. Sakar and Kursun used 

feature selection method as well as machine learning based 

method for diagnosis of PD. They have used mutual 

information-based feature selection and support vector 

machine as the classification approach and they found their 

approach gives an accuracy of 92.75% [13].  

Li et al used fuzzy based method to extend the 

classification related information and then they have used 

principal component analysis-based method for feature 

selections and the optimal features has been integrated with 

SVM based method provides a good accuracy of 93.47% [14]. 

Spadoto et al used evolutionary base techniques for feature 

selection and they have used Optimum-path Forest Classifier 

to detect the Parkinson‘s disease and they found this approach 

provides a best accuracy of 84.01% while detecting the PD 

[15].  

Luukka have proposed a feature selection method based on 

the fuzzy entropy measure and used similarity classifiers to 

classify PD. The best classification accuracy obtained by that 

method was 85.03% [16]. AStröm and Koker proposed a 

method that is used parallel feed-forward neural network-

based approach to predict the PD. They have found the model 

is robust and the best classification accuracy obtained from 

that approach is 91.20% [17]. Nilashi et al proposed a method 

for the prediction of PD progression using clustering and 

prediction methods. They have applied Adaptive Neuro-Fuzzy 

Inference system (ANFIS) and Support Vector Regression for 

prediction of PD progression. They found this proposed 

method helps to improve the accuracy of the progression of 

PD [18].  

Abdulhay et al proposed a method to investigate gait and 

tremor by using machine learning techniques based on the gait 

data. They have extracted various gait features using the peak 

detection and pulse duration and they found accuracy of 

92.7% for diagnosis of parkinson‘s disease [19]. Er et al 

proposed a method to distinguish dementia patients (AD) from 

the age-related cognitive decline (ARCD) by using machine 

learning techniques. They found that these techniques are able 

to distinguish ARCD and AD at a success rate of 100% based 

on neurocognitive tests [20]. Zeng et al proposed a method to 

classify the patients with PD. They have used deterministic 

learning method to distinguish PD from healthy control group. 

They found accuracy, sensitivity and specificity of 96.39%, 

96.77% and 95.89% respectively [21]. Armañanzas et al 

proposed a method to find the non-motor related PD severity 

based on the machine learning approach. They have used 

Hoehn & Yahr index and clinical impression of severity index 

as the measure of the severity for the PD patients. They have 

used classification with feature selection using evolutionary 

algorithm and found accuracy ranging from 72-92% [22]. 

Kubota et al. discussed about the benefits of using wearable 

sensors for measuring the gait parameters and also mentioned 

about signal processing and machine learning approaches used 

for extracting meaningful information from data. This kind of 

information helps to understand the potentials of the 

technology on PD research and practices [23].  

Abós et al proposed a method distinguishing the PD 

patients based on cognitive status using machine learning 

technique. They have used randomized logistic regression for 

feature selection and SVM for machine learning and found 

accuracy of 82.6%. They found connection-wise patterns of 

functional connectivity may be helpful for distinguishing the 

PD patients. [24]. Singh and Samavedham proposed a 

methodology using machine learning tools as statistical 

measure for determining most important features to 

distinguish different neurological disease(ND). They have 

found accuracy of 99.93% while distinguishing various ND 

such as HC, PD and SWEDD patients.  

The above past works motivated us to try a different 

approach. In this paper we have tried different feature 
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selection approach such as principal component analysis 

(PCA) approach and genetic algorithm-based approach and 

then the performance measures are compared with different 

machine learning classifiers.  

III. PROPOSED TECHNIQUE 

The flow chart of the proposed methodologies is shown in the 

Fig 1. In this paper we have used the dataset created by Max 

little University Oxford, in collaboration with the National 

Centre for Voice and Speech, Denver, Colorado, who 

recorded the speech signals [26]. The original data collected 

from the dataset composed of voice measurements from 31 

people out of which 23 were diagnosed with PD. We have 

used Principal Component Analysis (PCA) algorithm on the 

original feature sets.  

       

 
 

Fig. 1. Flowchart of the proposed method 

    The most widely applied technique for data reduction and 

feature selection is done using PCA. In PCA, the principal 

components or the latent variables are obtained from the 

variance of the data by maximizing it. The number of 

principal components is lesser than the regular variables. PCA 

reduces the dimensionality of the space so that the data can be 

visualized in the low dimensional space. The feature selection 

process is done by removing the redundant variables. [27] We 

have found 11 features after implementing the algorithm to the 

original feature sets. We have also used genetic algorithm 

(GA)-based feature sets for feature selection. Pledsoe first 

presented an adaptive optimization search methodology is 

called genetic algorithm and Holland mathematically 

presented the genetic algorithm-based approach by getting 

inspiration from Darwin‘s theory of evolution. A variable is 

mentioned as a gene. A chromosome is nothing but a sequence 

of gene. An initialization is done randomly by using 

population of chromosome. The quality of the chromosomes is 

evaluated according to a predefined fitness function. High 

performance chromosomes are used to produce the offspring. 

The genetic operators such as mutation and crossover are used 

to form the offspring. In this process the chromosomes 

are competing with each other and the fittest one survives at 

the end. The optimal solution comes after a series of iterative 

computations. [28, 29]. 

    We have found 10 features using GA based feature sets. We 

have used different classification approach such as RPART, 

C4.5, PART, Bagging classification and Regression tree 

(Bagging CART), Random Forest, Boosted C5.0 and SVM. 

      Except SVM all other classifiers are belongs to nonlinear 

decision tree-based classifier. Decision tree-based classifiers 

are famous for giving good accuracy. SVM is most popular 

linear classification method. It uses different kernel function 

while doing classification. In this paper we have used radial 

basis function kernel function because it is recommended by 

many well-known data scientists. After implementing 

different classification approach, we have compared the 

performance measures such as accuracy, sensitivity, 

specificity, PPV and NPV. 

 

 Performance Metrics 

The parameters used to compare the performance and 

validations of classifier are as follows: accuracy, sensitivity, 

specificity, positive predictive value (ppv), negative predictive 

value (npv). The sensitivity is defined as the ratio of true 

positives to the sum of true positives and false negatives. The 

specificity is defined as the ratio of true negatives to the sum 

of false positives and true negatives. In our research we have 

used the Positive predictive value and negative predictive 

value to check the present and absent of disease. So, the ppv is 

the probability that the disease is present given a positive test 

result and npv is the probability that the disease is absent 

given a negative test result [30]. Accuracy is defined as the 

ratio of number of correct predictions made to the total 

prediction made and the ratio is multiplied by 100 to make it 

in terms of percentage.  
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IV. RESULT AND DISCUSSIONS 

We have used R programming language to write the code. 

We have reduced the original feature sets by feature selection 

techniques. We have chosen the PCA and GA as feature 

selection technique because these techniques are more widely 

used for feature selection without affecting the performance. 

As we have already discussed about the PCA method, after 

implementing it removes some redundant features and the 

reduced features are able to provide 99% variance, without 

affecting the performance. The GA method is different, which 

needs lot of iteration to reach the optimal result. With lot of 

iteration we have found optimized result with fewer features 

compared to the original features. We have trained each 

classifier based on the trained data and predict the power of 

classifier on the test data. The ratio of train data to test data is 

70:30. In case of SVM we have used different Kernel function 

such as linear, polynomial, and radial basis function. So, each 

classifier able to show all the performance metrics based on 

the test data. We have plot the graphs shown below. 

A. Comparison of Accuracy 
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Fig. 2. Accuracy of different classifiers 

Fig. 2 shows that SVM with RBF has highest accuracy of 

97.57% with GA based feature sets followed by random forest 

and RPART classifiers with the same feature sets. Even 

though the other classifiers have less accuracy than SVM, but 

the difference in accuracy is not much. 

B. Comparison of Sensitivity 
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Fig. 3. Sensitivity of different classifiers 

Fig .3 shows that random forest has highest sensitivity of 

0.9985 with GA based feature sets followed by SVM with 

RBF classifiers with the same feature sets. The SVM 

classifier has a sensitivity of 0.9756. 

C. Comparison of Specificity 
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Fig. 4. Specificity of different classifiers 

Fig. 4 shows that SVM with GA based feature set has 

highest specificity of 0.9987. RPART and random forest 

also follows SVM with good specificity with the same 

feature sets. 

D. Comparison of PPV 
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Fig. 5. PPV of different classifiers 

Fig. 5 shows that the GA based feature set perform better 

compared to the PCA based feature set with random forest 

classifier. The maximum specificity achieved with this 

combination is 0.9934. 
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E. Comparison of NPV 
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Fig. 6. NPV of different classifiers 

Fig. 6 shows that SVM with GA based feature sets 

performs better compared to the PCA based feature sets. GA 

based feature sets shows maximum npv of 0.9995. 

From the above plots we have seen that most of the classifiers 

are performing better while distinguishing between the 

Parkinson‘s patients to the control group. Basically, the 

feature selection processes help to save the time and space by 

removing the redundant sets, which has almost no impact on 

the performance. In our case we have seen the SVM and 

random forest are doing well in terms of the performance 

metric comparison with the GA based feature sets. We have 

seen that the GA based feature sets are performing well 

compared to PCA based feature sets. In theoretical case we 

may give a suggestion based on the accuracy while choosing 

the classifier, however in practical case lot of other 

performance measures is also come into picture. In our case 

we can suggest SVM is the best classifier and GA is best for 

feature selection, however it may provide different result with 

bigger dataset. This result actually gives an idea about the 

performance comparison and also gives an impression to 

analyze more deeply for implementing in practical life. 

V. CONCLUSION AND FUTURE WORK 

This paper outlined some of the new feature selection 

technique as well as some of the supervised machine 

learning approach for distinguishing Parkinson‘s patient 

from the control group. We have seen the capability of the 

PCA based feature selection technique and GA based 

feature selection technique. We have also seen the 

performance of different classification approach when 

combined with different feature sets. We have found that 

GA based feature selection technique performs better 

when combined with SVM classifier in terms of all 

performance measure compared to the PCA based feature 

set. Mostly while looking for performance measure we 

usually concentrate on accuracy, in that respect our SVM 

classifiers provides highest accuracy of 97.57% with GA 

based feature sets. This type of analysis will save the time 

and efficiency while doing pattern classification 

comprising two groups such as PD and control groups. 

This will help the clinician to distinguish PD and control 

groups. This research can be further improvised by adding 

more features and trying other classification techniques. 
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Abstract—In recent years, most of the industries 

promoting their products based on the quality certification 

they received on the products. The traditional way of 

assessing the product quality is time consuming, however 

with the invent of machine learning techniques the 

processes has become more efficient and consumed less 

time than before. In this paper we have explored, some of 

the machine learning techniques to assess the quality of 

wine based on the attributes of wine that depends on 

quality. We have used white wine and red wine quality 

dataset for this research work. We have used different 

feature selection technique such as genetic algorithm (GA) 

based feature selection and simulated annealing (SA) 

based feature selection to check the prediction 

performance. We have used different performance 

measure such as accuracy, sensitivity, specificity, positive 

predictive value, negative predictive value for comparison 

using different feature sets and different supervised 

machine learning techniques. We have used nonlinear, 

linear and probabilistic classifiers. We have found that 

feature selection-based feature sets able to provide better 

prediction than considering all the features for 

performance prediction.  
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We have found accuracy ranging from 95.23% to 

98.81% with different feature sets. This analysis will help 

the industries to access the quality of the products at less 

time and more efficient way. 

Keywords—machine learning; feature selection; classifiers; 

performance metrics;wine qulaity 

I.  INTRODUCTION  

In recent years there is a modest increase in the wine 
consumption as it has been found that wine consumption has a 
positive correlation to the heart rate variability [1]. With the 
increase in the consumption wine industries are looking for 
alternatives to produce good quality wine at less cost. Different 
wines have different purposes. Although most of the chemicals 
are same for different type of wine based on the chemical tests, 
the quantity of each chemicals have different level of 
concentration for different type of wine. These days it is really 
important to classify different wine for quality assurance [2]. In 
the past due to lack of technological resources it become 
difficult for most of the industries to classify the wines based 
on the chemical analysis as it takes lot of time and also need 
more money. These days with the advent of the machine 
learning techniques it is possible to classify the wines as well 
as it is possible to figure out the importance of each chemical 
analysis parameters in the wine and which one to ignore for 
reduction of cost. The performance comparison with different 
feature sets will also help to classify it in a more distinctive 
way. In this paper an intelligent approach is proposed by 
considering genetic algorithm (GA) based feature selection as 
well as simulated annealing-based feature selection considering 
the nonlinear classifiers, linear classifiers and probabilistic 
classifiers to predict the quality in red wine as well as the white 
wine. 

The structure of the paper is organized as follows: Section 
II presents the past work related to this field. Section 3 
describes about the methodologies used for this research work. 
Section 4 describes about the result of feature selection as well 
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as the result of classification. Section 5 describes about the 
conclusion and future work. 

II. RELATED WORKS 

In the past few attempts have been made to use different 
machine learning approaches and feature selection techniques 
to the wine dataset. Er and Atasoy proposed a method to 
classify the quality of wines using three different classifier such 
as support vector machines, Random forest and k-nearest 
neighborhood. They have used principal component analysis 
for feature selection and they found good result using Random 
forest algorithm [3]. Chen et al proposed an approach that will 
predict the grade of wine using the human savory reviews. 
They have used hierarchical clustering approach and 
association rule algorithm to process the reviews and predict 
the wine grade and they found an accuracy of 85.25% while 
predicting the grade [4]. Appalasamy et al proposed a method 
to predict wine quality based on physiochemical test data. They 
have pointed out that classification approach helps to improve 
the quality of wine during the production [5]. Beltrán et al 
proposed an approach to classify the wine based on aroma 
chromatograms and they have used PCA for dimensionality 
reduction and wavelet transform for feature extraction and 
classifiers such as neural network, linear discriminant analysis 
and support vector machine and found that support vector 
machine with wavelet transforms perform better than other 
classifiers [6]. Thakkar et al., used analytical hierarchy process 
(ahp) to rank the attributes and then used different machine 
learning classifiers such as support vector machine and random 
forest and they found accuracy of 70.33% using random forest 
and 66.54% using SVM [7]. Reddy and Govindarajulu used a 
user centric clustering approach to recommend the product. 
They have used red wine data set for the survey purpose. They 
have allocated relative voting to the attributes based on the 
literature review. Then they assigned weight to the attributes 
using Gaussian Distribution Process. They judged the quality 
based on the user preference group [8]. The above past work 
motivated us to try different feature selection algorithm as well 
as different classifiers to compare the performance metrics. 
This paper proposed GA based feature selection and SA based 
feature selection and used different classifiers such as PART, 
RPART, Bagging, C5.0, random forest, svm, lda, naïve bayes 
etc.  

III. METHODOLOGIES 

The flow chart of the proposed methodology is shown in 
the Fig. 1. 

A. Data Collection  

The wine data set is publicly available in the database of 
UCI. The two datasets are related to red and white variants of 
the Portuguese "Vinho Verde" wine. This data set contains the 
physiochemical variables as well as sensory variables; 
altogether there are 12 attributes [9]. We have used genetic 
algorithm (GA)-based feature sets for feature selection. Pledsoe 
first presented an adaptive optimization search methodology is 
called genetic algorithm and Holland mathematically presented 
the genetic algorithm-based approach by getting inspiration 
from Darwin’s theory of evolution. A variable is mentioned as 

a gene. A chromosome is nothing but a sequence of gene. An 
initialization is done randomly by using population of 
chromosome. The quality of the chromosomes is evaluated 
according to a predefined fitness function. High performance 
chromosomes are used to produce the offspring. The genetic 
operators such as mutation and crossover are used to form the 
offspring. In this process the chromosomes are 
competing with each other and the fittest one survives at the 
end. The optimal solution comes after a series of iterative 
computations. [10, 11].  

 

Fig. 1. Flow chart of proposed method 

We have also used simulated annealing-based feature set 
for feature selection. The widely used combinatorial 
optimization method is called simulated annealing. It is one of 
the most popular search algorithms. This method used 
probabilistic technique to find the local optima that ultimately 
find a better solution [12]. This method is widely used for 
feature selection method. The simulated algorithm procedure is 
mentioned below. It runs based on the number of classes. If the 
number of classes is n then it runs n

th 
times. In each run j, the 
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subset of the feature for the j
th 

class is found. All the j
th 

class 
patterns are taken into one class and other pattern belong to the 
other class while evaluating the current string. This process 
helps to give the features which classify patterns as belonging 
to class j or not class j [13]. After selecting the features by 
using simulated annealing (SA) and genetic algorithm (GA), 
we have implemented the data sets into various classifiers and 
compare the performance parameters. 

B. Performance Measure Metrics 

 The parameters used to compare the performance and 

validations of classifier are as follows: accuracy, sensitivity, 

specificity, positive predictive value (ppv), negative predictive 

value (npv). The sensitivity is defined as the ratio of true 

positives to the sum of true positives and false negatives. The 

specificity is defined as the ratio of true negatives to the sum 

of false positives and true negatives. In our research we have 

used the Positive predictive value and negative predictive 

value to check the present and absent of one type of wine. So, 

the ppv is the probability that the one type of wine is present 

given a positive test result and npv is the probability that the 

one type of wine is absent given a negative test result [14]. 

Accuracy is defined as the ratio of number of correct 

predictions made to the total prediction made and the ratio is 

multiplied by 100 to make it in terms of percentage.  

IV. RESULTS AND DISCUSSION 

We have divided the data into two groups such as train data 
and test data. We trained each classifier based on the trained 
data and predict the power of classifier on the test data. So, 
each classifier able to show all the performance metrics such as 
accuracy, sensitivity, specificity, PPV, and NPV based on the 
test data. We have applied all the classification techniques to 
the GA based reduced feature sets for two types of wine as well 
as SA based reduced feature sets for two types of wine to 
measures the performance parameter with respect to each 
classifier. We separated each performance measures with 
respect to GA and SA sets and plot the column plot for better 
visualization. The results of each performance measure with 
respect to two feature sets are shown in the Fig. 2, 3, 4, 5, and 6 
respectively for red wine and 7, 8, 9, 10, 11 for white wine. 

A. Comparison of Accuracy for red wine 

 

 

 

 

 

 

 

 

 

 

Fig. 2. Comparison of Accuracy on PCA and RFE sets 

Fig. 2 show that SVM classifier shows maximum accuracy 

among all the classifiers. It is performed better with the SA 

based feature sets. The accuracy of SVM classifier with SA 

feature set found to be 95. 23%. 

B. Comparison of Sensitivity for red wine 

Fig. 3 shows the sensitivity plot of all the classifiers with two 

different feature sets. The plot shows SVM has the highest 

sensitivity compared to others and it was found to be 0.9717 

with the SA based feature sets 

 

 
 

Fig. 3. Comparison of Sensitivity on PCA and RFE sets 

C. Comparison of Specificity for red wine 

 

 
 

Fig. 4. Comparison of Specificity on PCA and RFE sets 

Fig. 4 shows that SVM classifier shows maximum specificity 

among all the classifiers. It is performed better with the SA 

based feature sets. The specificity of SVM classifier with SA 

feature set found to be 0.9835 

D. Comparison of PPV for red wine 
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Fig. 5. Comparison of PPV on PCA and RFE sets 

Fig. 5 shows the PPV plot of all the classifiers with two 

different feature sets. The plot shows SVM has the highest 

PPV compared to others and it was found to be 0.9912 with 

the SA based feature sets 

E. Comparison of NPV for red wine 

 
 

 
 

 

 

 

 

 

 

 

Fig. 6. Comparison of NPV on PCA and RFE sets 

Fig. 6 shows that SVM classifier shows maximum NPV 

among all the classifiers. It is performed better with the SA 

based feature sets. The NPV of SVM classifier with SA 

feature set found to be 0.9907 

F. Comparison of Accuracy for white wine 

 

 

Fig. 7. Comparison of Accuracy on PCA and RFE sets 

Fig. 7 shows that SVM classifier shows maximum accuracy 

among all the classifiers. It is performed better with the SA 

based feature sets. The accuracy of SVM classifier with SA 

feature set found to be 98. 81% for white wine data set. 

G. Comparison of Sensitivity for white wine 

 

 

Fig. 8. Comparison of Sensitivity on PCA and RFE sets 

Fig. 8 shows the sensitivity plot of all the classifiers with two 

different feature sets. The plot shows SVM has the highest 

sensitivity compared to others and it was found to be 0.9934 

with the SA based feature sets for white wine data set. 

H. Comparison of Specificity for white wine 

 

 

Fig. 9. Comparison of specificity on PCA and RFE sets 

Fig. 9 shows that SVM classifier shows maximum specificity 

among all the classifiers. It is performed better with the SA 

based feature sets. The specificity of SVM classifier with SA 

feature set found to be 0.9956 for white wine data set. 

I. Comparison of PPV for white wine 
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Fig. 10. Comparison of PPVon PCA and RFE sets 

Fig. 10 shows the PPV plot of all the classifiers with two 

different feature sets. The plot shows SVM has the highest 

PPV compared to others and it was found to be 0.9987 with 

the SA based feature sets for white wine data set. 

 

J. Comparison of NPV for white wine 

 

 

Fig. 11. Comparison of NPV onPCA and RFE sets 

 

Fig. 11 shows that SVM classifier shows maximum NPV 

among all the classifiers. It is performed better with the SA 

based feature sets. The NPV of SVM classifier with SA 

feature set found to be 0.9992 for white wine data set. 

The above plots show the performance metrics comparison of 

different type of wines based on the metrics parameters such 

as accuracy, sensitivity, specificity, ppv and npv on two 

different feature sets. The result shows that the SVM classifier 

performs better for both type of data sets. Specially it is 

performing better in SA based feature sets. Although it is easy 

to say based on our result that Simulated Annealing is better 

algorithm for feature selection compared to genetic algorithm-

based feature selection method, however the result could be 

different for other datasets as well as it could be different for 

bigger datasets. Similarly based on our result we can say that 

SVM classifier is best, but in practical lot of other parameters 

also come into picture that could change the scenario 

completely. This analysis will give a clear idea about the 

important attributes for the prediction of quality as well as it 

saves lot of time and money for the industries. 

V. CONCLUSION AND FUTURE WORK 

 
This paper mentioned about potential of genetic algorithm 

as well as simulated annealing algorithm for feature selection 
as well as the potentials of the classifiers to predict accurately 
based on the new feature sets. The feature selection algorithm 
provided a clear idea about the importance of the attributes for 
prediction of quality, which was time consuming and 
expensive when done in the traditional way. We have also 
compared the performance metrics of linear, nonlinear, and 
probabilistic based classifiers and it was found that these 
classifiers performed well with the new feature sets. We have 
found that the SA based feature sets performed better than the 
GA based feature sets. We have also found that the SVM 
classifier performed better compared to all other classifiers for 
red wine and white wine data sets. We have found accuracy 
ranging from 95.23% to 98.81% with different feature sets. In 
future we can try other performance measures and other 
machine learning techniques for better comparison on results. 
This analysis will help the industries to predict the quality of 
the different type of wines based on certain attributes and also 
it will helpful for them to make good product in the future. 
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