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Abstract—In this paper, we present a novel max-flow min-cut based algorithm to solve the flow routing problem in the Software Defined Network Controller. Routing using traditional shortest path first algorithms often results in bottlenecks that cause performance degradation including higher energy use, reduced throughput, and increased slowdown. Our algorithm uses the max-flow min-cut algorithm to identify potential bottlenecks in order to avoid them in the flow routing decisions. Our simulations show that our max-flow min-cut based algorithm improves the network performance by minimizing the mean wait time by 15.1%, minimizing the mean slowdown by 6.1%, minimizing the maximum completion time by 9.6%, and maximize the mean throughput by 18.3% compared to the Shortest Path algorithm. Explicitly considering congestion in determining routes, such as with our Max-Flow Min-Cut algorithm, is necessary to maximize performance.
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I. INTRODUCTION

Routing is a fundamental problem in network performance. Routing is the process of finding a communication path between two devices in the network to transfer information flows from one device to another. Software Defined Networking (SDN) is a network layer paradigm where the network functionality is split into two planes of operation: the control plane and data plane [1] [6] [8], [23]. The control plane is responsible for finding routes for the flows benefiting from the network global view then deliver these routes to the data plane which is primarily responsible for the actual forwarding of packets by network switches.

Routing flows have become critically important as the use of Virtual Private Networks (VPNs), secured communications with Transport Layer Security (TLS), and the consumption of videos have come to dominate the network traffic. These types of traffic creates flows that need to be routed from source to destination with all packets in a flow following the same path. The use of Software Defined Networks (SDNs) enable global end-to-end routing of flows to optimize a given objective function such as maximize mean throughput [20], [21].

We define the end-to-end flow routing problem as follows. Given a graph \( G = (V, E) \), where each edge \( e \) in \( E \) has a capacity \( c \) where \( c \in \mathbb{Z}^+ \) which means only \( c \) flows at a time can be transmitted on that edge, a set of flows \( F \) where each flow \( f_i \) in \( F \) has a given number of packets and a release time \( R_t \), non-preemptively route all flows in \( F \) on \( G \) to optimize the objective function.

We present a Max-Flow Min-Cut based algorithm that explicitly considers bottlenecks when routing a flow in the network. Shortest Path algorithms (SP) are most widely used in end-to-end routing algorithms [7], [24], however, they do not consider explicitly bottlenecks when routing which results in poor performance in high load networks. The shortest path based algorithms consider the shortest distance path or the minimum hops path, in either static or dynamic manner. In static shortest path, the algorithm consider the topological link state regardless of network links availability, however, the dynamic shortest path consider the logical link state in regards of network links availability at the release time of the flow.

Bottlenecks in networks occur when a high traffic flow demands to be routed over a set of edges where the number of flows are exceeding the edge capacity which leads to congestion at the edges. The Dynamic Shortest Path (DSP) finds the shortest path available considering congestion implicitly only at release time. However, this choice for a path causes the bottleneck problem by using shortest path to send the traffic which most likely will meet in a specific path segment. Clearly, the routing algorithm that will resolve or at least minimize the occurrence of bottleneck problem has to consider congestion explicitly within the algorithm.

The Max-Flow Min-Cut algorithm (MFMC) is a polynomial time algorithm that identifies the set of minimum number of edges in a network; such that if the edges in this set are removed, the source node is disconnected from the destination node [10], [11], [18]. Our MC suite of algorithms utilize the MFMC to successfully partition the network into two subnetworks, one with the source node and the other with the destination node, by identifying the minimum set of edges that hold maximum possible flow across the cut, i.e., the cut identifies explicitly the bottleneck edges. One edge from this cut is chosen for the path, and each of the subnetworks is then recursively partitioned into smaller subnetworks with edges selected until we have constructed a path between the source node and destination node. By using the MFMC algorithm, our MC suite of algorithms explicitly identify the bottleneck edges in the network at each step of the path generation process.

Different variations of our basic MC algorithm are evaluated...
against variants of the shortest path algorithm under different flow size distributions and under high load networks. The different variations of the shortest path algorithm that we evaluate are: the shortest path based on minimizing the number of hops, we refer to them as Dynamic Shortest Path with Minimum Hop DSP-mh and Static Shortest Path with Minimum Hop SSP-mh, the shortest path based on the most congested links, we refer to them as Dynamic Shortest Path with Minimum Distance DSP-md and Static Shortest Path with Minimum Distance SSP-md, and the invert version of that which is the Shortest Path based on the least congested links, DSP-inv and SSP-inv.

We simulate the problem of routing non-preemptively with no clairvoyant, however, knowing the flow size once released, in various variations based on network topology (Barabasi Albert/ Mesh), release time (identical/arbitrary), flow size distribution (Pareto/Gaussian). We found that the mean wait time is minimized by 15.1%, the mean slowdown is minimized 6.1 %, the maximum completion time(makespan) is minimized by 9.6%, and the mean throughput is maximized by 18.3%. This indicates the need to consider other algorithms other than SP.

The results of our Max-Flow Min-Cut based algorithm MFMC is showing improvements in the network performance. Since our MFMC algorithm explicitly consider the network congestion when routing, we conclude that by explicitly considering network congestion when routing the network performance is maximized.

The remainder of this paper is organized as follows. We review the most relevant related work in Section II. The Max-Flow Min-Cut routing algorithm is presented in Section III. In Section IV we introduce the simulation environment. In Section V we present the simulation results and analysis of our algorithm. We draw the relevant conclusions in Section VI.

II. RELATED WORK

The Shortest Path algorithm (SP) was proposed by Richard Bellman and Lester Ford as the Bellman-Ford algorithm in 1958 [5] and Edsger W. Dijkstra as the Dijkstra algorithm in 1956 [17]. Some routing algorithms emerge finding the shortest path as part of their approach such as the Widest Shortest Path (WSP) [16], where the shortest paths are found then the path with the widest bandwidth is selected, and the Shortest-Widest Path [27] which remove links with capacity less than required flow from the graph then finds the shortest path by running Dijkstra’s algorithm.

The shortest path algorithm can be obtained either from the static network link state or its dynamic link state. According to Chang H. S. et al. [15], the static algorithm minimizes the overhead of requesting updated link states, however, the dynamic approaches are far superior than static approaches.

Having an arbitrary network and a set of flows to be routed over it requires using routing algorithms that can achieve the goal of utilizing the network bandwidth. The existing routing algorithms in the literature are either based on using static link cost or dynamic link cost. Static link state algorithms, such as Minimum Hop Routing Algorithm (MHR) [9] [12] and Static Shortest Path Algorithm (SSP) [14], are based on hop counts or distance, however, they do not consider bottleneck congestion in their calculations. The advantage of using these algorithms is to minimize the overhead link states updates messages between the controller and the network switches, however, they cause huge congestion by sending flows with same source and destination over the same path. Akin and Korkmaz [3] listed some of the algorithms that are based on available link bandwidth, dynamic link cost algorithms, such as Dynamic Shortest Path (DSP). Although the dynamic link cost algorithms may cause overhead communications with the network switches in the SDN network, with known flows these algorithms utilize network bandwidth and balance load. However, with unknown flows, on-line flows settings, their performance is not guaranteed. Our work is an extension of the line of research in the end to end routing problem with known flows in SDN where we compare our proposed algorithm with the DSP and MHR algorithms.

Routing on the World Wide Web tend to be heavy tailored with an approximately α = 1 [4]. Park K. et al. [19] proved that self similarity traffic tends to be heavy tailored distribution file size and that self similarity effects the network performance. One common heavy tailed distribution is the Pareto distribution which we adopt for our flow size distribution.

To transfer large data, the network layer fragments it to fit the packet frame which does not exceed the Maximum Transfer Unit (MTU). The larger data size the more packet frames created to transfer that data. Researchers have shown that the size of the packet effect the network performance. The size of a packet can degrade the throughput once it exceeds its dedicated packet size [25]. The reason behind that is the allocated space for that packet to transfer would be double the size which will have an unused allocated space which is a waste. For example, if the dedicated packet frame size was 10 and we have a flow size of 12 then we will send two packet frames over a space of 20 which makes 8 space wasted, which doesn’t utilize network resources. According to Lin et al. [22] to be able to send large files over the network and maintain a high quality of service, one must select an intelligent routing and scheduling algorithms for fast transfer and better network utilization.

Shortest path algorithm have been popular with both traditional networks and SDNs. Since it is widely applied in many routing algorithms, we choose to compare our algorithm performance to it.

III. MAX-FLOW MIN-CUT ROUTING ALGORITHM

The Max Flow Min Cut (MFMC) theory was developed in the 1950s by Ford Fulkerson and Elias-Feinstein-Shannon [18] and since then there have been a lot of algebraic topology versions made of MFMC [13] [2]. The MFMC algorithm is run in polynomial time with a complexity of \( O(EF^*) \), where \( F^* \) is the maximum flow sent on \( E \). Assuming every node sends 10 flows, it is expected to take 122 ms for a graph of size 50 on a Microchip PIC at 5MIPS and a 49.95 ms for a graph of size 1000 on Intel Core i7 with 100,000 MIPS.

The flow routing process happens in two folds: selecting a flow from the flow set then finding a path to route the flow.
The flow selection process adopted in our simulation is either random selection when the flows have identical release times or shortest flow released first otherwise. The ordering of the flows picked is the same across all evaluated algorithms for the sake of consistency. The second fold is finding the path which we use our novel algorithm based on Max-Flow Min-Cut.

In the max-flow min-cut based algorithm a recursive loop of cuts is done where each cut contains a set of minimum number of edges with their removal the graph gets disconnected. The general algorithm is shown in Algorithm 1.

To find a path between two nodes \((s, d)\), in an arbitrary network using the Max-Flow Min-Cut based routing algorithm, we use the pseudo code in Algorithm 1 knowing that \(G\) is an undirected graph, \(f_i\) is a flow that needs to be routed. \(Cut\) is the set of min-cut edges obtained by following the traditional min cut algorithm. \(path\) is the list of selected edges representing the flow path used to route the flow, \(s\) is the source node and \(d\) is the destination node for the flow \(f_i\).

**Algorithm 1 General Min-Cut Routing Algorithm**

1: find a path in \(G\) from source \(s\) to destination \(d\).
2: Input: un-directed graph \(G\) and a flow \(f_i = (s, d)\)
3: Output: a path in \(G\) for \(f_i\) that connects \(s\) to \(d\)
4: function FIND PATH IN GRAPH \((G, f)\)
5: if \(|Connectivity(f_i, f_d)| = False\) then
6: return path = Null
7: else
8: Cut = get minimum edge cut between \((s, d)\)
9: partition \(G\) into \(G'\) and \(G''\) by removing edges in \(Cut\) from \(G\)
10: Pick edge \(e = (e_1, e_2)\) from Cut.
11: append \(e\) to path list
12: if \((f_s, f_d) == e\) then
13: return path
14: else
15: set new\(f_s = e_2\) and new\(f_d = e_1\)
16: set \(f' = (f_s, new f_d)\) and \(f'' = (new f_s, f_d)\)
17: if \(G'> 1\) then
18: FIND PATH IN GRAPH\((G', f', path)\)
19: if \(G'' > 1\) then
20: FIND PATH IN GRAPH\((G'', f'', path)\)

**TABLE I: Edge selection criteria in each MC algorithm variant**

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Edge Selection Criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>MC1</td>
<td>the edge is selected randomly and then once path is constructed any cycles in the path will be removed</td>
</tr>
<tr>
<td>MC2</td>
<td>any edge in the cut edge list causing a cycle will be removed then the edge is selected randomly</td>
</tr>
<tr>
<td>MC3</td>
<td>the edge selection is based on being part of possible available shortest path based on minimum hops</td>
</tr>
<tr>
<td>MC4</td>
<td>the edge with minimum available capacity will be selected</td>
</tr>
<tr>
<td>MC5</td>
<td>the edge with maximum available capacity will be selected</td>
</tr>
</tbody>
</table>

During the recursive process of cutting the edges in each loop, we select one edge to be part of the routing path. We have five different decision criteria variations to choose the edge from the cut set. These variations are stated in Table I.

Based on the selected edge criteria the \(MFMC\) algorithm will produce different path. The first two decision criteria, \(MC1\) and \(MC2\) are based on randomness of selecting an edge from each cut set obtained by the recursive process. However, the difference between \(MC1\) and \(MC2\) is that \(MC2\) removes any cycles in the path from source to destination before selecting the edge. In \(MC3\) the selection criteria is based on having that edge as part of an available shortest path from source to destination at the time of the cutting process. The \(MC4\) and \(MC5\) are based on selecting the edge with the minimum and maximum capacity available, respectively. Therefore, flows with \(MC4\) will tend to fill up edge capacity while \(MC5\) tend to balance edge capacity usage.

**IV. SIMULATION ENVIRONMENT**

Our network is modeled as an un-directed graph \(G(V, E)\), where \(V\) is a set of nodes and \(E\) is a set of edges connecting the nodes. Each edge \(e_i = (v_{i-1}, v_i) \in E\) has a capacity \(C(e) > 0\). A source node is indicated by \(s\) and the destination node by \(d\) and the path that connects \(s\) to \(d\) is defined by the set \(P = \{e(s, v_1), 2(v_1, v_2), ..., e(v_d, d)\}\). The bandwidth of a path \(b(P)\) is defined as the minimum edge capacity in the path.

We simulate two different network topology to evaluate the min-cut algorithm in different environments, Mesh network and Barabasi Albert network. A Mesh network graph, \(G = \{V, E\}\), is a general known network that constrains every node \(v_i\) to have at least one connection with one of the network nodes. If every node \(v_i\) is connected to all other nodes \(v \in V\) we call it fully connected mesh with an edge degree of \(N - 1\) otherwise it is partial mesh. Our simulation adopts a partial mesh with an edge degree of \(N/2\) because it gives a distinctive difference in our objective function compared to the full connected mesh.

The Barabasi Albert graph (AB) adopts the concept of generating networks based on power law degree distribution, where it starts with minimum 2 vertices then start to grow by adding a new node with \(k\) degree, where \(k < |n|\), and it has the choice to attach to the nodes with higher degrees in the network [26].

The simulation evaluated the \(MFMC\) algorithm over the two network topology, Mesh network and Barabasi Albert (BA) network. In particular, we used Networkx 1 library to generate the BA network and implemented the algorithms in Python. The size of the network ranges from 10 to 50 nodes. For each generated network we randomly set each edge capacity \(C(e)\) as \(1 \leq C(e) \leq 10\). Each \(s\) node and \(d\) node is randomly selected in uniform distribution.

In general, given a network graph \(G\) and a set of flows \(F\) we non-preemptively route the flows \(F\) over \(G\). The simulator represents each node as a potential source, a potential destination, or router node. The set of flows are randomly generated. Each flow is described with source node, destination node, release time, and flow size.

1https://networkx.github.io/
We evaluate the algorithms, the MFMC and the shortest path algorithms, under the following scenarios:

- flows with arbitrary release time, $R_t > 0$, and Gaussian distribution flow size.
- flows with equal release time, $R_t = 0$, and Gaussian distribution flow size.
- flows with arbitrary release time, $R_t > 0$, and Pareto distribution flow size.
- flows with equal release time, $R_t = 0$, and Pareto distribution flow size.

The parameters for Gaussian distribution are set as $\mu = 5$ and $\sigma = 1$ while the parameter of Pareto distribution is set to $\alpha = 1$ in order to have a very long flows that represent large files in the network.

We denote the source node with $B$ and the destination node with $3$. Time is measured as a unit time $C$. The simulation calculates the various objective functions as network optimization factors: the mean wait time representing average delay rate, the mean throughput, the mean slowdown, the maximum completion time, and the mean makespan. We denote the release time of a flow by $R_t$ and the finish time by $F_t$ with the Maximum Completion Time being $\max(F_t)$. The minimum time to travel from $s$ to $d$ is denoted by $T_t$ and defined in Equation 1, where $\ell(f_i)$ and $l(p_i)$ represent flow size and path length respectively. We represent the wait time by $WT$, makespan by $MS$, throughput by $TH$, and the slowdown by $SD$. Equations 1–5 define these objective functions.

\[
T_t = l(f_i) + l(p_i) - 1 \quad (1)
\]
\[
WT_i = F_t - R_t - T_t \quad (2)
\]
\[
MS_i = F_t - R_t \quad (3)
\]
\[
TH_i = l(f_i)/(F_t - R_t) \quad (4)
\]
\[
SD_i = (F_t - R_t)/T_t \quad (5)
\]

We simulate a non preemptive scheduling problem, meaning the flow packets are sent in an uninterrupted sequence.

Moreover, we introduce the problem with the constraint of non clairvoyance. The non clairvoyance means we hold no knowledge over future flows in advance; therefore, the flow is known only once the flow is released.

V. RESULTS AND ANALYSIS

We evaluate our Max-Flow Min-Cut based routing algorithm, in different problem variation, with a variety shortest path algorithms: the Static/Dynamic Shortest Path algorithm with minimum distance (SSP-md/DSP-md), which chooses statically or dynamically the most congested path using Dijkstra’s algorithm, the invert of (SSP-inv/DSP-inv), which chooses statically or dynamically the least congested path using Dijkstra’s algorithm over inverted edge weight, and the topological Static/Dynamic Shortest Path with minimum hops (SSP-mh/DSP-mh), which chooses statically or dynamically the minimum number of hops. Evaluating our MFMC over
these algorithms in these problem variations helps in evaluating the MFMC algorithm in more depth.

We evaluated four objective functions: minimizing mean wait time, minimizing mean slowdown, minimizing the maximum completion time (makespan) and maximizing mean throughput.

Since the dynamic routing algorithms performed far better than the static routing algorithms we will focus our result and analysis compared to the dynamic shortest path algorithms. For the objective function minimizing the mean wait time, regardless of network topology, we found that from the MFMC variation only MC3 minimizes the mean wait time more than the DSP-md, DSP-mh, DSP-inv on average by 18.4%, 11.7% and 15.3%, respectively. Moreover, we have found that the mean wait time is minimized with flows with Pareto size distribution more than with flows of Gaussian size distribution by 20.6% and 16.1%, respectively. However, the other variation MC1,MC2,MC4 and MC5 have increased the mean wait time over all DSP on average by 16.4%.

We take as an illustration example the case where we have Barabasi Albert network and we route a set of flows in arbitrary release times and Pareto flow size as in Fig 1. The Red line represent our MC3 algorithm and the gray lines represent the other variation of MFMC and we compare them to the dynamic algorithms, DSP-md, DSP-mh, DSP-inv.

In the effort of minimizing the mean slowdown we found that MC3 minimizes the mean slowdown more than the DSP-md, DSP-mh, DSP-inv on average by 10.2%, 1% and 7.2%, respectively. Moreover, we have found that the mean slowdown is minimized with flows with Pareto size distribution more than with flows of Gaussian size distribution by 12% and 8.4%, respectively. However, the other variation MC1,MC2,MC4 and MC5 have increased the mean slowdown over all DSP on average by 5% as illustrated in Fig 2.

To maximize the mean throughput, regardless of network topology, we also found that MC3 maximized the mean throughput more than all DSP on average by 18.3%. Moreover, we have found that the mean throughput is maximized with flows with Pareto size distribution same as with flows of Gaussian size distribution by 18.6% and 17.2%, respectively. However, MC2 have not increased the mean throughput over the DSP, it has minimized it by 5.4%, as illustrated in Table II. As for MC1, MC4,MC5, they maximized the mean throughput more than all DSP on average by 9.0%.

We take the same illustration example with Barabasi Albert network, routing a set of flows released in arbitrary times with Pareto flow size, as in Fig 3. The Red line represent the MFMC variant that most maximizes the mean throughput, our MC3 algorithm, and the gray lines represent the other variation of MFMC and we compare them to the dynamic shortest path algorithms as well.

For the objective function of minimizing the maximum completion time(makespan), regardless of network topology, we have found that only MC3 minimizes the makespan more than all DSP on average by 9.6%. Moreover, we have found that the mean wait time is minimized with flows with Pareto size distribution more than with flows of Gaussian size distribution by 18.2% and 7.5%, respectively. However, the other variation MC1,MC2,MC4 and MC5 have increased the makespan over the DSP on average by 5.7%.

An illustration of the result of minimizing the maximum completion time is presented in Fig 4. The Red line represent the MFMC variant that most minimizes the maximum com-

<table>
<thead>
<tr>
<th>Flow Size Distribution</th>
<th>Release Time</th>
<th>Percent Difference with DSP-md</th>
<th>Percent Difference with DSP-mh</th>
<th>Percent Difference with DSP-inv</th>
</tr>
</thead>
<tbody>
<tr>
<td>Network Type: Barabasi Albert</td>
<td>Pareto</td>
<td>Identical</td>
<td>27.2%</td>
<td>18.2%</td>
</tr>
<tr>
<td></td>
<td>Arbitrary</td>
<td>6.7%</td>
<td>-9.9%</td>
<td>7.4%</td>
</tr>
<tr>
<td></td>
<td>Pareto</td>
<td>Identical</td>
<td>25.9%</td>
<td>10.8%</td>
</tr>
<tr>
<td></td>
<td>Arbitrary</td>
<td>5.9%</td>
<td>-10.1%</td>
<td>9.2%</td>
</tr>
</tbody>
</table>

**Fig. 4: Mean Maximum Completion Time in Barabasi Albert network with arbitrary release time flows and Pareto size distribution**
pletion time, the makespan, which is our MC3 algorithm, and the gray lines represent the other variation of MFMC and we compare them to the dynamic shortest path algorithms as well. In all of our simulations we found that the constrain on flow release time, either arbitrary or identical, didn’t have any impact on the evaluation on our objective functions. Furthermore, the min-cut algorithm that chooses its path based on minimum hop counting performed better in minimizing the mean wait time, minimizing the maximum completion time and maximizing the mean throughput, however, it has insignificant change in the mean slowdown.

VI. CONCLUSIONS

To optimize the end to end routing in the Software Define Network controllers, a fast to compute and near optimal routing algorithm should be used to maximize performance of the network. Our simulation showed that the novel max-flow min-cut based algorithm with a decision based on minimum hops provides superior performance compared to the traditional shortest path algorithm variants. Routing using traditional shortest path first algorithms often results in bottlenecks that cause performance degradation including reduced throughput and increased slowdown. Our Max-Flow Min-Cut based algorithms explicitly identify the bottlenecks through the min-cut edges which holds the least available flows, and, by choosing the edge on the shortest dynamic path, our algorithm is able to find paths that yield significant improvement over the commonly used shortest path algorithms. The diversity of our MFMC suite of algorithms demonstrates that a shortest path approach, such as MC3, as opposed to a balanced or longer path approach, yields the best expected performance across a broad range network types and flow size distributions.
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