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Abstract—The Internet of Things (IoT) is becoming an increasingly growing topic. IoT encompasses everything connected to the internet. IoT requires multi-facet security solutions where the communication is secured with confidentiality, integrity, and service availability. However, IoT Sensor Node has the requirement to minimize power usage and computational power due to the requirement to be miniature. Therefore, the challenge of implementing security in the IoT Sensor Node must be addressed. Even if the IoT Sensor Node is protected with encryption and authentication, the protection is not comprehensive to sustain a Denial of Service (DoS) attack. The DoS attack is considered one of the security threats that may affect IoT network's quality service and reduce IoT Sensor Node's lifespan. Hence, mitigation shall be needed to secure IoT Sensor Node. This paper aims to propose a lightweight Denial of Service (DoS) Detection Systems algorithm to secure IoT Sensor Node. The approach uses data from previous experiments and translated it to develop mitigation to secure IoT Sensor Node, thus increasing IoT Sensor Node's lifespan.
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I. INTRODUCTION

Since the Internet of Things (IoT) ecosystem will consist of a complex infrastructure from Sensors to Cloud, the challenge to cybersecurity is to choose which area to be secure first and worth investing. Any approach taken should consists and cover all angles of IoT components, and the most important is that the approach is easy to implement (Rahman et al., 2016). If the developed security approach is too complicated, it will be challenging to implement it. Therefore, this paper proposed a lightweight algorithm targeted to ease the DoS Detection System implementation on IoT Sensor Node by using data obtained from experiments and then testing it on an actual environment without relying on simulated data.

An algorithm is a finite set of instructions which, if followed, accomplish a particular task. In designing and developing an algorithm, some criteria should adhere to. The criteria are Input, Output, Definiteness, Finiteness, and Effectiveness. The difference between an algorithm and a program is that a program does not necessarily satisfy the fourth (Finiteness) condition. The finiteness condition states that the algorithm must terminate after a finite number of steps. One important example of such a program for a computer is its operating system, which never terminates (except for system crashes) but continues in a wait loop until more jobs are entered.

An algorithm may be expressed in a number of ways, including flow charts and pseudocode. In this paper, a flowchart and pseudocode are created in order to assist the process of developing the lightweight algorithm. The algorithm is designed specifically for detecting a DoS attack on IoT Sensor Node. It shall be lightweight to adhere to IoT Sensor Node low computational power and low energy consumption. Results from Rahman et al. (2018) and Rahman et al. (2019) were used and translated into the algorithm.

II. PREVIOUS WORKS

The experiment conducted in Rahman et. al. (2018) and Rahman et al. (2019) uses basic wireless data logging hardware with a very basic 'Sensor to Cloud' architecture. This research was adopted to develop a Smart Monitoring System that will function as the testbed.

The Smart Monitoring System testbed uses Wi-Fi IEEE 802.11 that is widely used in the 'Sensor to Cloud' architecture. The testbed reads the value of a voltage, time, humidity, and temperature every five (5) minutes and sends it to the Cloud server listening on TCP port 80. The experiment measured energy consumption by using the voltage data sent to the Cloud.

The Cloud server will listen for communications on port 80 and print out data received to the standard output (Dashboard). The Dashboard is the preferred data presentation for the testbed because it is suitable for achieving a real-time data presentation and interactive data visualization to humans, which help in data analysis and decision-making (Kamal et al., 2018). However, the Cloud was set up just to receive data without any optimization or security installed and configured since the testbed's approach is to measure the energy consumption of sensor to cloud without any optimization. Cloud and IoT are two complementary technologies. Cloud has virtually unlimited capabilities in terms of storage and...
processing power (Rahman et al., 2018), which makes it suitable to be used in the testbed with active information interactions.

The IoT Sensor Node used in the Smart Monitoring System was designed in minimal weight, miniature form-factor, limited processing power using 2 AA batteries, storage, nRF24L01 operating on 2.4GHz ISM (Industry Scientific and Medical) bandwidth and standard-based interface protocols, as shown in Fig 1 and Fig 2. Humidity and temperature RHT03 sensors are part of the sensor node. The RHT03 (also known as DHT-22) is a low-cost humidity and temperature sensor with a single wire digital interface. The sensor is calibrated and does not require extra components, so it can directly measure relative humidity and temperature.

![Figure 1. Prototype of 1 unit of IoT Sensor Node](image)

**A. Experiment IoT Sensor Node Lifespan without DoS Attack**

Node in regular operation (without DoS attack). The experiment conducted was categorized into two, one with a wired connection and another with a 2.4GHz wireless connection. However, this paper focuses on the result of wireless connection since the proposed algorithm is embedded on IoT Sensor Node with wireless capability.

The initial voltage for both experiments is 3V, and the time measured will provide inputs to estimate the amount of the battery’s lifetime for each experiment. Based on the data obtained through the Cloud for IoT Sensor Node using wireless 2.4GHz, a graph Voltage over Time was produced, as shown in Fig. 3. Based on the figure, the voltage significantly drops at 2.6V after operating more than 925 minutes (15 hours 25 minutes), and the IoT Sensor Node voltage drop to 0V after running more than 1515 minutes (25 hours 15 minutes). Further analysis on the graph of Voltage over Time, shows that when the hardware is consuming more energy to send data, the voltage drops slightly. The pattern shows how changing energy demands affect the battery voltage over time. The same pattern is also applicable for IoT Sensor Node with wired connection. The difference is the time of the voltage drop, which is after operating more than 925 minutes (15 hours 25 minutes) for IoT Sensor Node using wireless, compared to 1025 (17 hours 5 minutes) minutes for IoT Sensor Node using wired.

![Figure 2. Topology of IoT Sensor Node](image)

![Figure 3. Voltage over Time for IoT Sensor Node using Wireless 2.4GHz](image)

**B. Experiment IoT Sensor Node Lifespan with DoS Attack**

Rahman et al. (2019) study the impact of DoS attacks on a ‘Sensor to Cloud’ architecture. Rahman et al. (2018) state that the voltage drops slightly when the hardware is consuming more energy to send data. The same pattern also occurs in the experiment conducted by Rahman et al. (2019). DoS attack will cause the IoT Sensor Node to consume more power as it needs to process all the packets. Based on Daud et al. (2018), the energy drop calculation depends on the relationship between actual energy consumption (volt) per minute (min). Energy drop may be affected by the number of devices connected, high network utilization, and data overload in each cluster node. However, during a DoS attack, the incoming anomaly packets will lead to the higher energy consumption of infected nodes (Daud et al., 2018).

The explanation behind this result is due to high electromagnetic emissions that cause exhaustion of a sensor battery (Shakhov, 2013). When attacked, the nodes need to handle the anomaly packets and keep probing the network to...
ensure connectivity. The situation will lead to higher electromagnetic emissions and, consecutively, higher energy consumption. Thus, affecting the network and at the same time, can drain the device's power faster. As IoT Sensor Node relies on the limited battery-powered resource, this situation will shorten the node's life span.

The results for IoT Sensor Node during DoS attack are presented in Fig. 4. The graph shows that the DoS attack towards IoT Sensor Node is feasible. For reference, Sensor Node 1 was configured as the DoS victim (can also be referred to as a malicious node). The impact of the attack causes Sensor Node 1 to be defective, and no data sent to the Cloud after the attack. There is 12.5 percent (12.5%) of data loss within five (5) minutes, and after the fifth minutes of testing, no data reading is received on the Cloud. The node is still alive, but due to the attack, it was unable to operate correctly. As seen from Fig.4, Sensor Node 1 was completely shut off after 145 minutes of testing.

Fig 4. Graph Voltage over Time during DoS attack

Since there is no data received from Sensor Node 1 to the Cloud during the DoS attack, data from the nearest nodes (based on topology as shown in Fig. 2, Sensor Node 2 and Sensor Node 5 are the nearest neighbors) is used as a benchmark for the algorithm. The assumption is that impact of DoS attack on the victim significantly affects neighbor nodes as explained by (Lawyer, 2015) and (Hadi & Miften, 2018). Table 1 compares the time taken for the power to drop to a certain percentage during normal operation and during DoS attack. These values are then used to set the threshold in the algorithm.

### Table 1. Comparison of Energy Drop

<table>
<thead>
<tr>
<th>Energy Drop (%)</th>
<th>With DoS Attack (minutes) (Daud et al., 2018)</th>
<th>Without DoS Attack (minutes) (Rahman et al., 2018)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>20</td>
<td>120</td>
</tr>
<tr>
<td>10</td>
<td>30</td>
<td>720-820</td>
</tr>
<tr>
<td>50</td>
<td>155-185</td>
<td>1200-1300</td>
</tr>
</tbody>
</table>

Therefore, Daud et al. (2018) recommend the adoption of security measures to counter the vulnerability. For example, implementation of the various Intrusion Detection System to detect DoS attack patterns and signature, and clustering sensor nodes to increase network lifespan to ensure the availability and increase IoT system lifespan. Thus, the proposed algorithm in this paper will be focusing on developing a lightweight algorithm for IoT Sensor Node.

### III. PROPOSED LIDSA

An algorithm can be described in several ways. One way is to give it a graphical form of notation, known as a flowchart, that places each processing step in a box and uses arrows to indicate the next step. Another way is with pseudocode. The pseudocode is an implementation of an algorithm in the form of annotations and informative text written in plain English without strict programming language syntax. As previously mentioned, both flowchart and pseudocode are developed to assist the process of developing the lightweight algorithm.

The lightweight algorithm shall be lightweight to adhere to IoT Sensor Node low computational power and low energy consumption. The lightweight algorithm for IoT Sensor Node shall prevent abnormal energy consumption by monitoring, calculating, and evaluating energy drop from each cluster node based on few conditions. Fig. 5 shows the proposed algorithm's flowchart, and Fig. 6 shows the pseudocode of the proposed algorithm.

The lightweight algorithm was designed specifically for mitigating a DoS attack on IoT Sensor Node, using data from the experiment as shown in Table 1. The proposed lightweight algorithm allows the IoT Sensor Node to switch to a different wireless network during the attack in order to increase the lifespan of the battery and thus improve the quality service of the IoT network. Based on the Table I, in abnormal cluster node behavior, if energy drop reaches 3% in less than 20 minutes anomalies packet will be analyzed, and abnormality is classified as an attack. Anomalies packets will be dropped,
and the affected cluster will switch to a different wireless network to terminate the outbreak. There are following conditions after that. If the voltage drop is less than 3% within 20 minutes, packets will be transmitted as usual. If there is energy drop reaches 10% in less than 30 minutes, the abnormal is classified as an attack, so the anomalies packet will be dropped, and the cluster will switch to a different wireless network. If not, the testbed operates as usual. Then, if the energy drop reached 50% in less than 185 minutes, the algorithm will detect the situation as abnormal behavior. The anomalies packets will be dropped, and the IoT Sensor Node will switch to a different wireless network.

**A. The Lifespan of IoT Sensor Node**

A closer look at the graph shows an irregular pattern. Once the DoS attack launched, the Sensor Node 1 voltage reading has a sharp, sudden drop off to zero voltage at tenth minutes. Five minutes after that, the node operated and sent data to Cloud with a voltage a little bit lower than 3V before it was disabled again. The pattern was repeated until the note was completely shut off after 190 minutes. The longest time it was able to operate without being interrupted is during minute 105 until 135 (30 minutes).

However, due to the DoS attack, the voltage has decreased to 2.8V. The DoS attack occurred again in minute-20, causing the node to be temporarily defective. The situation met the algorithm's first condition, so the packet was dropped, and Sensor Node 1 switched to another wireless network. The pattern was repeated whenever the conditions of the algorithm matched. If the conditions do not match, the packets will be transmitted as usual, which means the IoT Sensor Node will be able to send data to the Cloud without interruption. If that is the case, the graph line will be one with slow and steady voltage drops. However, despite the irregular pattern, the figure proves that Sensor Node 1 can send data to Cloud during the DoS attack and with an improved lifespan with the implementation of the proposed algorithm.

The algorithm executes the same conditions on other nodes (Sensor Node 2 until Sensor Node 5). For example, voltage for Sensor Node 2 decreased to 2.9V within 20 minutes of operation. This value calculated about 3.33% of the voltage drop, which met the algorithm's first condition. Therefore, Sensor Node 2 dropped the package and switch to another wireless network. However, the algorithm's next condition does not match, as the voltage drop was less than 10%, so the node continues to operate as usual. The voltage reading was monitored continuously in order to measure the voltage drop.

At 155-minute, the voltage drop reached 50% (1.5V), which met the third condition. The node was triggered to switch to another wireless network. Even so, a better inspection of Fig. 7 shows that there is a sharp voltage drop from minute-155. This value is possibly due to the node consumes more energy when it keeps trying to connect to other wireless networks.

Analysis of the implementation of LIDSA on the testbed shows a significantly improved lifespan of IoT Sensor Node. From Fig. 4, The lifespan of Sensor Node 1, which was configured as the DoS victim, is less than 150 minutes. However, after the implementation of the proposed algorithm, the lifespan of Sensor Node 1 was increased up to 190 minutes.

This result shows that the algorithm was able to improve the lifespan of the IoT Sensor Node by up to 40 minutes. Therefore, the objective of using data from previous experiments and translated it to develop a DoS mitigation to secure IoT Sensor Node, thus increased the lifespan of IoT Sensor Node, was successfully achieved.
TABLE II. LIFESPAN DIFFERENCE OF IoT SENSOR NODE

<table>
<thead>
<tr>
<th>Sensor Node</th>
<th>Without LIDSA (minutes)</th>
<th>With LIDSA (minutes)</th>
<th>Lifespan Difference (minutes)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>145</td>
<td>190</td>
<td>40</td>
</tr>
<tr>
<td>2</td>
<td>185</td>
<td>200</td>
<td>15</td>
</tr>
<tr>
<td>3</td>
<td>325</td>
<td>330</td>
<td>5</td>
</tr>
<tr>
<td>4</td>
<td>325</td>
<td>330</td>
<td>5</td>
</tr>
<tr>
<td>5</td>
<td>215</td>
<td>220</td>
<td>5</td>
</tr>
</tbody>
</table>

B. Lightweight Algorithm

With the limitation of memory and power resources, LIDSA should be lightweight and ideal to be implemented on IoT Sensor Node. Program Memory Usage (PMU) is used for testing this criterion. When the size of a program is smaller, less processing power is needed to run the program.

The IoT Sensor Node that set as the testbed, uses the Arduino UNO board with the ATmega328P microcontroller. There are three (3) different types of memory defined in Arduino (Arduino - Memory, n.d.), which are Flash Memory, Static Random-Access Memory (SRAM), and Electrically Erasable Programmable Read-Only Memory (EEPROM). The Program Memory Usage (PMU) depends on the size of the assembly code for the algorithm. The percentages are calculated based on the size of Flash Memory and SRAM of this microcontroller. The program's size is displayed after compiling and uploading the program in the notification window at the bottom of the Arduino IDE. A warning of ‘Low memory available’ will be displayed if the PMU percentage is 70 percent (70%) or more. Fig. 8 shows the size of the proposed algorithm after successfully being compiled. Based on the red box as shown in the figure below, the algorithm consumes 7446 bytes of program storage space out of a maximum 32KB. This data means the algorithm takes about only 23 percent (23%) of the flash memory.

Figure 8. Size of proposed algorithm of 7446 bytes

For an optimized and efficient operation, the PMU of IoT Sensor Node should not exceed 50 percent (50%) of total available memory space, even at peak usage (Recommended Alert Thresholds, n.d.). The PMU for the proposed algorithm is less than 50% in each testing. Deployment of the proposed algorithm on a different program may result in different PMU percentage. However, the proposed algorithm's size is fixed and consumed a small portion of memory space only. The experimental results proved that the proposed algorithm is lightweight, minimal-consumed memory capacity, and suitable to be implemented on the IoT Sensor Node.

V. CONCLUSION

Further research could be directed towards enhancing the hardware and software for practical testing. Therefore, it is proposed that for future research, a new hardware and software development specifically designed to assess the IoT security that not limited to measuring security impact only, but also discovering a new vulnerability and threats. Further enhancement on the lightweight algorithm is a must to keep pace with the rapid technology development. For suggestions, the improvement may also include cryptography or encryption mechanism in the algorithm. For future research, the impact and mitigation of DoS attacks on Cloud are recommended to be tested and evaluated in order to secure the IoT ecosystem as a whole.

In conclusion, this research suggested that the proposed lightweight algorithm is essential to secure the IoT Sensor Node from DoS attacks. The algorithm can equip any sensor with the capability of preventive and detective mechanisms. This research can be a future reference for other researchers who want to improve what is achieved in this research.
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