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Abstract—Due to huge access from massive devices and peoples such as hospitals, railway stations and airports, wireless local area network (WLAN) is required to have high spectrum efficiency (SE). One of the most intensively researched techniques for wireless LAN systems is cognitive radio (CR) technique which is expected to solve such issue by modeling and predicting of channel status from the current statistics information of spectrum usage. In this paper, we investigate the prediction performance of busy/idle (B/I) duration of two major and widely used wireless services: video service; and audio service using an autoregressive (AR) based predictor. We first investigate the modeling of their busy/idle duration and analyze their predictability based on predictability theory. Then, we categorize the durations of recent B/I statuses with their ranges to make the duration of the next status be distributed into different sets or streams with different ranges. From their predictability and prediction performance using the low-complexity AR-based predictor, we can confirm that data categorization can largely improve the prediction performance of partial time-series data.

Index Terms—Channel status prediction; WLAN traffic; Autoregressive predictor; Data categorization.

I. INTRODUCTION

The coming next-generation wireless communication network technology is supposed to hold diversified service requirements, applications and huge number of devices which is facilitating and reshaping our lives [1]. To meet this trend, wireless local area network (WLAN) is required to transfer ever-increasing amounts of data in home, office and in Wi-Fi hot-spots. Therefore, high spectrum efficiency (SE) is required for WLAN, and some efficient techniques have been prompted to further improve the SE [2]. One of the most intensively researched techniques for wireless communications is cognitive radio (CR) system which utilizes dynamically the best wireless channels resources in its vicinity to avoid interference or congestion in a smart way [3]. For this view, recent progress of using machine learning and data analysis on CR system has further cultivated the next generation CR system [4].

To achieve efficient spectrum utilization, the CR system needs to correctly capture current channel status and then to predict channel status before its wireless transmission. A tutorial paper [5] has summarized most of the existing prediction methods for the optimization of wireless resource allocation. These results have provided many efficient methods for the usage of CR system. However, these researches are, in the most part, considering the prediction of some key parameters such as channel occupancy ratio (COR) with a time resolution unit of either second, hour or day. If the system can correctly predict the start and end of channel busy or idle status, the system can more efficiently utilize the available radio resources and improve spectrum efficiency when channel is accessed by a large number of devices. For example, CR system can be designed to utilize idle periods scattered in multiple frequency bands by splitting one transmission packet into small sub-packets [6, 7] then transmitting on the multiple bands. It can largely improve the total spectrum efficiency especially for some heavy wireless traffic environments, where more spectrum resources are required and channel status prediction is extremely important but difficult to be realized [8].

Compared with capturing channel status, the prediction of channel status is more difficult and sometime impossible because the channel status is unstable in short period and the disordered traffic data makes the prediction intangible and difficult. The prediction performance of busy/idle durations using a non-linear regression function with probabilistic neural network (PNN) based predictor has been showed in [9]. The prediction performance is limited to a very short duration ahead.

In this paper, we focus on the predictability analysis [10, 11] on time-series data of two major and widely used wireless services: video service; and audio service using 802.11 WLAN Traffic, and show their prediction performance of AR based predictor with data categorization. We first investigate the distribution model of continuous busy/idle duration of video and audio service using 802.11 WLAN traffic. The similar work has been researched in [12] but only considered VoIP skype service and FTP service. In addition, we will consider two services on two different scenarios: the noninterference case, and interference case to find the impact from interference. In addition, by introducing the categorization of the durations of recent B/I statuses with their ranges, the duration of the next status will be distributed into different sets (streams) with different ranges. Based on this property, we evaluate the prediction performance of the low-complexity AR-based predictor with the categorization of the duration of recent busy/idle status. From their predictability and prediction performance using the low-complexity AR-based predictor, we
can confirm that data categorization can largely improve the prediction performance of some streams.

II. DATA COLLECTION IN REAL ENVIRONMENT AND THE MODEL OF BUSY / IDLE DURATION DISTRIBUTION

A. The experiments and data capture

We conducted several wireless traffic experiments to obtain the data of spectrum usage as shown in Fig. 1. The experiments of video services with two kinds resolution as 1KP and 480P, and audio service with average transmit speed as 320 kbps using WLAN system over 5 GHz band have been operated in an indoor environment (interference case). As a comparison, we also got the data of spectrum usage in an anechoic chamber (noninterference case) for showing the impact of interference. The data process is shown in Fig. 1. Frame header data was recorded using commercial sniffing software on Channel 36 in W52 at the 5 GHz band. The frame arrival time, data-rate, and length were extracted and the number of data bits per symbol, bandwidth and standard (IEEE 802.11b/g/n) were obtained from the data-rate information based on the IEEE 802.11-2016 standards [13] using orthogonal frequency division multiplexing (OFDM). The frame duration was estimated from the required number of OFDM symbols after adding the MAC header with PHY preamble. The busy/idle (B/I) sequence was then generated using a granularity of 9 µs per slot following the current WLAN standards.

B. The model of Busy / idle duration distribution

The corresponding empirical CDF and probability density function (PDF) are calculated for fitting the probability distribution models. The major simple distribution models used in this paper are listed in Table V. The distribution models considered in this paper are exponential (EX), generalized Pareto (GP), Log-normal (LN), log-logistic (LLG), generalized extreme value (GEV), gamma (GM) and Inverse Gaussian (Inv-Gaussian) distributions.

We utilize a technique based on maximum likelihood estimation (MLE), which is widely adopted as an efficient inference technique to calculate the distribution parameters from empirical data. In Ref. [14], the authors have considered methods of moment (MOM) inference scheme for estimating the distribution fitting parameters and compared with that of MLE-based method. The results showed that the MLE-based method generally outperforms that of MOM scheme. Therefore, in this paper, we choose MLE-based method for calculating the distribution parameters. To show the suitability of the fitting, we select one distribution model with minimum Kolmogorov-Smirnov (KS) distance between the empirical data and model, which is similar to that in [14].

Figure 2 and 3 show the model fitting results of busy/idle duration for the noninterference case and interference case, respectively. For the noninterference case in Fig. 2, busy duration data can be well-fitted using some simple models than that of the idle duration data, especially for the data of audio service. Figure 2 also shows that the data duration from video service has more concentrated pattern than that from audio service. The reason is that the audio service includes packets with different length. On the other hand, the idle durations of both services appear more randomness which makes the model fitting be low accuracy. As shown in Fig. 3, when the interference occurs, the fitting error is increased for the busy durations of both service. Idle data from interference can be fitted with higher accuracy than that of the noninterference case. The results imply that all services from noninterference case has the fixed traffic pattern which make CDF of the idle durations have more randomness than that of the interference case. This make the model fitting more difficulty.

III. PREDICTABILITY ANALYSIS FOR TIME-SERIES DATA

A fundamental question for the prediction of time-series data is that: to what degree is the time-series data predictable? Regarding to this question, a methodology of using statistical entropy measures and Fano inequality have been proposed to
where $f(x)$ is the PDF of $X$. In addition, for an $n$-th length time-series data $X$ as $[x_1, x_2, ..., x_n]$, its average entropy can be represented as

$$S(X) = \lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^{n} S(x_i).$$

When $n \to \infty$, the average entropy $S(X)$ is usually equal to conditional entropy $S(X')$ which is represented as

$$S(X') = \lim_{n \to \infty} S(x_n|x_{n-1}, x_{n-2}, ..., x_1).$$

Here $h_{i-1}$ and $S(i)$ are given as $h_{i-1}=[x_{i-1}, x_{i-2}, ..., x_1]$ and $S(i) = S(x_i|h_{i-1})$, respectively.

The $n$-th length average entropy $S(X)$ is difficult to be obtained because it is decided by the value of $[x_1, x_2, ..., x_n]$ and their joint PDF. Usually, such entropy can be approximately calculated as $S^{Real}(X)$ using an iterative method called Lempel-Ziv algorithm [14]. On the other hand, when the correlation property between the time-series data is not considered, the $n$-th length average entropy can be simply calculated as $S^{Unc}(X)$ only using the PDF of time-series data as

$$S^{Unc}(X) = - \sum_{i=1}^{\infty} x(i) \log(f(x_i)).$$

For the predictability of time-series data, we define $P_r$ as the accuracy probability of one prediction method which is represented as

$$P_r = \text{Prob}\{\hat{x}_n = x_n|h_{n-1}\}.$$
For \( n \)-th length time-series data, the average predictability probability \( \Pi \) is represented as
\[
\Pi = \lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^{n} \Pi(i),
\]
with \( \Pi(i) \equiv f(h_{n-1})\Pi(h_{n-1}) \).

Finally, we can build the relationship between the predictability probability and the entropy of time-series data using Fano inequality as
\[
S(x_n|h_{n-1}) \leq -[p \log_2 p + (1-p) \log_2(1-p)] + (1-p) \log_2(M-1),
\]
\[
\Delta = S_F(p) = S_F(\Pi(h_{n-1})),
\]
where \( p \) is \( \Pi(h_{n-1}) \), and \( M \) is the number of different values of \( x \). Using this relationship, the low bound and upper bound of predictability probability for time-series data can be represented as
\[
S_{\text{Real}} \leq S_F(\Pi_{\text{Real}}) = -[\Pi_{\text{Real}} \log_2 \Pi_{\text{Real}} + (1-\Pi_{\text{Real}}) \log_2(1-\Pi_{\text{Real}})] + (1-\Pi_{\text{Real}}) \log_2(M-1),
\]
\[
S_{\text{Unc}} \leq S_F(\Pi_{\text{Unc}}) = -[\Pi_{\text{Unc}} \log_2 \Pi_{\text{Unc}} + (1-\Pi_{\text{Unc}}) \log_2(1-\Pi_{\text{Unc}})] + (1-\Pi_{\text{Unc}}) \log_2(M-1).
\]

Using Eqs. (10) and (11), it is easy to find the low bound \( \Pi_{\text{Unc}} \) and up bound \( \Pi_{\text{Real}} \) of predictability probability when their entropy \( S_{\text{Unc}} \) and \( S_{\text{Real}} \) can be calculated. However, it should be noted that \( \Pi_{\text{Unc}} \) and \( \Pi_{\text{Real}} \) just provide the level or degree of difficulty of predictability probability but not the actual prediction method. For some time-series data, it is perhaps impossible to find an efficient method to achieve the value as \( \Pi_{\text{Real}} \).

In this paper, we use a low-complexity Lempel-Ziv algorithm [1] to find the relation between the busy and idle durations and then calculate the value of \( S_{\text{Real}} \). It should be noted, that due to limited memory and huge size of data, the Lempel-Ziv algorithm just utilizes partial data for the \( S_{\text{Real}} \) calculation. For \( S_{\text{Unc}} \), we just use the PDF of the busy and idle durations and Eq. (5) to calculate the value.

Table 2 and Table 3 show the values of \( S_{\text{Real}} \), \( S_{\text{Unc}} \), \( \Pi_{\text{Real}} \), \( \Pi_{\text{Unc}} \) and \( M \) of busy and idle durations for the noninterference case and interference case, respectively. The values show that the predictability probability for noninterference case has larger value than that of interference case except the busy data of audio service. In addition, the predictability for methods only using PDF information can reach about 30%–50%. When using the relation information among the data, such value can be improved to 50%–70%. On the other hand, it also shows that the centralized type of PDF has larger \( S_{\text{Unc}} \) than that of flat type from both figures and Eq. (5).

### IV. AR based predictor using duration categorization

#### A. Auto-regressive model

Autoregressive (AR) model is a representation of a type of random process [15]. The autoregressive model specifies that the output variable depends linearly on its own previous values and on a stochastic term; thus the model is in the form of a stochastic difference equation. We use \( \Pi_t \) to represent the busy or idle points (9 µs/point) at \( i \)-th continuous busy or idle duration. The AR predictor with order \( p \) can be represented as
\[
X_{i+1} = a_1 X_i + a_2 X_{i-1} + \ldots + a_p X_{i-p+1}.
\]
Here \( a_1 \) to \( a_p \) are calculated using training data so that they give the solution as the least squares for linear regression. In this paper, we assume that the AR predictor uses the previous 100 busy/idle duration values to calculate \( a_1 \) to \( a_p \) once for predicting the next 200 busy/idle duration values.

![Fig. 4. AR based predictor with B/D duration categorization.](image-url)

The time-series of traffic data usually has some correlation properties that can be used for improving the prediction performance. In addition, for each service such as audio, video or FTP etc., the data packet size has some fixed pattern or distribution. Therefore, for some time-series data, the busy and
idle duration exhibits some correlation with high probability. Therefore, using the relationship of busy/idle duration or its status transition probability, the prediction performance of AR based predictor would be improved. On the other hand, from Eq. (5), if the PDF of time-series data is a centralized type, the entropy $S_{Unc}$ will be a small value which makes the predictability probability $\Pi_{Unc}$ be larger.

Based on this idea, we proposed a new AR predictor with B/I duration categorization as shown in Fig. 4 for an example. Here the busy duration data $X_{i+3}$ will be categorized according to the set categorization of previous busy duration $X_{i+1}$ and idle duration $X_{i+2}$. Since busy duration $X_{i+1}$ and idle duration $X_{i+2}$ have 2 sets, therefore the next busy duration data $X_{i+3}$ will be separated into four busy data streams. For example, if $X_{i+1} \in B_{set2}$ and $X_{i+2} \in I_{set1}$, then the idle data $X_{i+3}$ will be put into the 4-th stream. After that, the AR based prediction is operated in each stream.

The idea can be extended for $K$ layers. The captured busy and idle duration data is firstly processed by a B/I duration categorization with $K$ layers and each layer has $S_i$ (i = 1, ..., K) sets. Therefore, the busy or idle duration can be allocated into $S$ ($S = \prod_{i=1}^{K} S_i$) different streams. Then, for each busy or idle stream, the AR based algorithm is utilized for the next duration prediction.

To evaluate the prediction performance of the proposed method, we use B/I data of Video-480P and Audio-320K at interference case. The B/I duration categorization uses previous busy $X_{i+1}$ and idle $X_{i+2}$ for categorizing the busy duration streams with $K=2$. The set range of each layer is shown in Fig. 4 with [0, 0.5ms] and (0.5ms, inf) for both idle duration and busy duration. To show the effectiveness of data categorization, we also show the values of $S_{Real}$, $S_{Unc}$, $\Pi_{Real}$, $\Pi_{Unc}$ and $M$ of busy or idle durations in each stream.

Table IV gives the values of $S_{Real}$, $S_{Unc}$, $\Pi_{Real}$, $\Pi_{Unc}$ and $M$ of the busy and idle durations of each stream after data categorization for the video data. It shows that data categorization makes each stream have different predictability probability. For the busy data, the second stream has larger $\Pi_{Unc}$ than that of no data categorization which shows this time-series busy data is easier to be predicted than others. The similar results can also be found for idle data with data categorization. Fig. 5 shows the complementary cumulative distribution function (CCDF) distribution of prediction error of the busy and idle data in each stream. From Fig. 5, the second stream which occupied about 16.3% busy data shows the better prediction accuracy than that of all busy data without data categorization.

Table V and Fig. 6 shows the similar results for the busy and idle durations of each stream after data categorization for the audio data. The second stream of busy data is easier to be predicted than other streams and all busy data without data categorization. Therefore, as shown in both figures and tables, the proposed data categorization method can make partial the time-series data easier to be predicted even if system employs one low-complexity AR predictor. In addition, it also shows that the value $\Pi_{Unc}$ which only related to the PDF of data seems to be a good indicator for the predictability of time-series data.

### V. Conclusion

This paper has investigated the predictability of busy/idle duration of video and audio services using an auto-regressive (AR) based predictor. The modeling of their busy/idle duration

<table>
<thead>
<tr>
<th>Data type</th>
<th>$S_{Real}$</th>
<th>$S_{Unc}$</th>
<th>$\Pi_{Real}$</th>
<th>$\Pi_{Unc}$</th>
<th>$M$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Busy (All data)</td>
<td>3.88</td>
<td>6.97</td>
<td>0.68</td>
<td>0.35</td>
<td>635</td>
</tr>
<tr>
<td>Busy (Set 1, 1)</td>
<td>3.37</td>
<td>6.85</td>
<td>0.52</td>
<td>0.35</td>
<td>540</td>
</tr>
<tr>
<td>Busy (Set 1, 2)</td>
<td>3.18</td>
<td>4.00</td>
<td>0.86</td>
<td>0.66</td>
<td>507</td>
</tr>
<tr>
<td>Busy (Set 2, 1)</td>
<td>6.38</td>
<td>7.86</td>
<td>0.41</td>
<td>0.23</td>
<td>584</td>
</tr>
<tr>
<td>Busy (Set 2, 2)</td>
<td>6.27</td>
<td>7.92</td>
<td>0.43</td>
<td>0.23</td>
<td>605</td>
</tr>
<tr>
<td>Idle (All data)</td>
<td>5.65</td>
<td>7.46</td>
<td>0.60</td>
<td>0.45</td>
<td>3582</td>
</tr>
<tr>
<td>Idle (Set 1, 1)</td>
<td>4.97</td>
<td>6.20</td>
<td>0.64</td>
<td>0.54</td>
<td>2700</td>
</tr>
<tr>
<td>Idle (Set 1, 2)</td>
<td>5.34</td>
<td>6.61</td>
<td>0.60</td>
<td>0.50</td>
<td>2304</td>
</tr>
<tr>
<td>Idle (Set 2, 1)</td>
<td>6.80</td>
<td>9.44</td>
<td>0.50</td>
<td>0.26</td>
<td>3076</td>
</tr>
<tr>
<td>Idle (Set 2, 2)</td>
<td>3.30</td>
<td>6.50</td>
<td>0.58</td>
<td>0.46</td>
<td>1173</td>
</tr>
</tbody>
</table>

![Fig. 5. Prediction performance of AR predictor using data categorization](Image 305x392 to 578x571)
and their predictability performance based on predictability theory have been studied. Then, the data categorization method has been proposed to improve the predictability of the partial busy/idle durations. The proposed method categorizes the durations of recent B/I statuses with their ranges to make the duration of the next status be distributed into different sets or streams with different ranges. From their predictability and prediction performance using the low-complexity AR-based predictor, we can confirm that data categorization can largely improve the prediction performance of some streams.
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