Abstract—With the expansion of the internet, the identification and recuperation of digital attacks have become a primary concern for digital businesses. Damage brought about by network attacks has caused far and wide concern. Distributed Denial of Service (DDoS) attack is a dangerous digital attack. It's an attack that annihilates the network and can cause multiple computers to be assaulted simultaneously, fizzling to perform service appropriately. A blockchain-based DDoS recognition model is proposed for the systematic evaluation of DDoS attacks to understand the vulnerabilities of the Blockchain better. The advantage of Blockchain is that Blacklisted IP addresses are effectively stored. The use of such a framework gives the benefit of additional security components over existing DDoS moderation frameworks. This paper has assessed the Tab Transformer, the XGBoost, and the Random Forest algorithm to discover the better classifying algorithm. Tree-Based classifier procedure utilized for feature selection to boost the computational time. Out of the three algorithms, the Tab Transformer gives an accuracy of about 97% real-time investigation of the attacks.

Index Terms—DDoS (Distributed Denial of Service), Blockchain, Machine learning (ML) Algorithm, Tab Transformer, Random Forest, XGBoost.

I. INTRODUCTION

As the number of resources associated with the web increases, the effect of Distributed Denial of Service (DDoS) attacks is expanding. As a profoundly damaging assault, the destruction and debasement of its service quality are capricious [1]. The top data transfer capacity of DDoS in 2013 has surpassed 300Gbps [2]. DDoS attacks are exceptionally destructive, making services reduced or even crashed [1]. Simple to execute and powerful innovation for attacking web assets. Before, there have been some large-scale attacks against notable websites [3]. Some preventive measures have been proposed to defend from these attacks. However, the expense of protection is high [4], [5], because DDoS detection was mostly centralized single-point detection, by examining nearby traffic highlights [6], which caused the DDoS attacks and couldn’t be adequately shielded.

Contrasted and single-point protection systems [7] with the benefits of the disseminated guard has been demonstrated. For example, community-oriented interruption location frameworks, which permit data from different nodes of the interruption identification framework to communicate and gather data [8], yet this likewise directly prompted the issue of trust between members.

Denning proposed the general interruption discovery model [9] in 1987, and the interruption identification framework (IDS) has been well applied. However, with the development of Internet attack innovation, this traditional single-point recognition is effortlessly skirted by high attacks [10], so it is particularly essential to improve the adaptability of interruption location frameworks [11]. Altogether, to enhance the capacities of DDoS detection frameworks, some collaborative interruption recognition frameworks have been designed to permit data trade, and common assortment [8] between IDS. Despite the fact that IDS has existed and grown for nearly 40 years, it has been dealing with the issue of information sharing [12]. Since members don’t confide in one another and involve privacy issues, they are hesitant to share information, which drives collaboration. The discovery framework can’t gather information in time, and the communitarian location framework likewise faces internal information security issues brought about by inner attacks [10].

DDoS attacks are the most problematic and disruptive assaults that intrude on the administrations running over hours to days. There are several of DDoS assaults, out of which SYN Flood Attack, UDP Flood Attack and HTTP Flood Attack are the most common assaults. UDP Flood is an assault under which there are a colossal number of User Datagram Packets shipped off worker with an expectation of overpowering the objective assets and make them inert. There could be a firewall infringement and, thus, there might be a refusal of an authentic client demand. HTTP Flood is an assault wherein there are a gigantic number of HTTP demand shipped off workers with an objective to overpower the objective assets and make them inert. These assaults mostly focus on the OSI model application layer. The TCP-SYN Flood assault creates a huge traffic volume and makes worker assets difficult to reach. It works by more than once sending the SYN parcels (Initial Requests) and overpower every one of the ports on track gadget and making not to react to the traffic.

To address various kinds of DDoS assaults, the vital use of machine learning approaches is to recognize abnormal behavior of the network traffic. Each attack uses specific methods to introduce irregularities in the network and can be detected over time by capturing the traffic and analyzing the traffic for these anomalies. The machine learning approaches can be effectively used to deal with anomalies with high accuracy.
and high precision, and recall. As a first very important step, feature engineering for every attack, we have utilized a Tree-Based classifier.

We utilize various state-of-the-art machine learning models, including Tab Transformer, to recognize DDoS attacks. The performance is compared with Random Forest and XGBoost algorithms. The Tab Transformer is a model based on Natural Language Processing and used effectively in language modeling to capture contextual information. The use of such a model encourages us to capture the time-varying information effectively that helps us identify various kinds of DDoS attacks.

This paper is organized as follows: Section II summed up the previous work. The section III presents the proposed methodology utilized in this paper. The section IV presents the experimental analysis of the machine learning approaches. The Section V summarizes and dissects results and validation. The section VI conclude the paper with discussion.

II. LITERATURE REVIEW

This section reviews some of the work done in DDoS attacks detection and machine learning approaches to analyze the different types of attacks. The Balkanli et al [13] used Bro and Corsaro systems and CART (Classification and Regression Trees) to detect DDoS attacks. The work mainly focused on two classification problems without using IP addresses and port numbers as features. The authors have introduced a methodical examination of the DDoS assaults.

Kumar et al. [11] proposed a plan of utilizing DenS recognition in entropy in an Internet Service Provider (ISP) area. Seeing that the past traffic checking and examination for DDoS is carried out by the aggressor on a single connection of the ISP, this not only expands the memory and figuring pressure yet also makes it defenseless against assault itself, so the author proposed A appropriated strategy dependent on traffic dissemination between ISPs and POPs is distinguished. Chen et al. [12] proposed a new distributed traffic stream identification strategy for distinguishing DDoS flood assaults. They utilize the shared participation between the change congestion tree area workers in the ISP space to aggregate the flood reports of course reports.

Robinson et al. [14] proposes DefCOM for a distributed network, particularly for insurance against DDoS attacks. The DefCOM is introduced on all organization hubs. It has capacities to separate the errands between the nodes. Each organization node may either take assignments like arrange whether the packet is noxious, Rate Limitation, Generation of alarms to different nodes in a network. Nodes take up the undertakings at which they are great. The system has another usefulness that makes it to help message prioritization. When utilized inside a solitary substance, the System is an ideal methodology, however not so reasonable when utilized as an instrument for dividing information among organizations. DefCOM’s functioning model is to such an extent that it offers a lightweight design that empowers collaboration between hubs, as opposed to presenting an alternate type of DDoS defense defense framework.

Ni et al. [15] proposed a technique to distinguish DDoS Attacks caused at the application layer utilizing Time Series Analysis. They proposed a design for Bandwidth and Resource Exhausting DDoS attacks. Their commitments incorporate HTTP GET demands per source IP address to distinguish DDoS assaults. A recognition strategy utilizing an SVM classifier creates high proficiency and adaptability in distinguishing attacks. Rashidi et al. [16] proposed a DDoS guard component called CoFence, which included unique asset assignment devices in the area, permitting the organization to help each other to face DDoS assaults through resource sharing. The primary idea of collective identification for DDoS is data sharing between framework individuals and asset assignment assistance. This is a smart approach for the recognition of disseminated disavowal of service. Distributed Denial of Service (DDoS) guard framework itself isn’t safe to enormous scale attacks. Rodrigues, Bocek and Stiller [17] proposed BLOSS-an approach to work on DDoS by sending shared network hardware The new arrangement of assault flagging shows that the blockchain framework has the decentralization highlight and the support of shrewd agreements, and it is feasible to participate to defend against DDoS helpful assaults by improving on the operability and interoperability between Autonomous Systems. However, for such frameworks, security and framework performance are key issues to consider.

Gu et al. [18] built an alliance blockchain structure for malware location and evidence extraction in cell phones, shared by the detection federation chain shared by test individuals and clients. The public chain is made and effectively accomplishes higher accuracy, Dobson et al. [19] carried out Random Forest, Logistic regression, KNN and Gradient boost algorithm on interruption recognition NSL-KDD dataset. They looked at the outcomes accomplished by AI calculations with profound learning calculations and closed profound learning calculations had accomplished high exactness and accuracy. Othman et al. [1] carried out SVM on Interruption identification benchmark datasets by utilizing Chi-square feature selection method technique to decrease the preparing time. Oikonomou et al. [20] proposed a gossip based correspondence model that gives data of different digital attacks. In this model when one framework got attack different system will be educated with the attacker data. Henceforth, it assists different frameworks with dealing with the assaults. The frameworks are associated in a distributed model to divide the aggressor data between different nodes.

Dheeraj et al. [21] proposed a communitarian system which utilizes Blockchain and keen agreements to moderate DDoS attacks across various Areas. It utilizes a circulated and decentralized stockpiling which helped in fostering a profcient synergistic engineering against DDoS attacks. Devendra Prasad et al. [22] proposed a framework utilizing Stochastic angle boosting calculation to recognize DDoS attacks. It gave a superior presentation results contrasted with KNN, Choice Tree and Arbitrary Timberland. Filho et al. [23] proposed a
framework and assessed the exhibition on interruption recognition datasets to be specific, CIC-DDoS, CICDDoS2017, and CICDDoS2018, and had the option to arrange different kinds of DDoS attacks. A. A. T. Blameless et al. [24] proposed a framework for Blockchain innovation with protection by including a novel improvement for secure calculation conventions. The information inside Blockchain can be ensured utilizing keyless cryptosystem which might be an addon to security in Blockchain [25]. A Pasumponpandian et al. [26] proposed a framework which is a blend of neural organizations and SVM calculation to distinguish DDoS assault. The framework contains two modules i.e., memory and learning modules used to recognize pernicious packets.

Further Zhang et al. [27] contend that vindictive code identification is considered an example acknowledgment and can be settled by a neural network that doesn’t need a numerical portrayal of how the yield is practically reliant upon the information to estimate the capacity. Fuzzy logic and neural networks are complementary, so they propose a fuzzy neural organization-based malware discovery calculation and it is demonstrated that this method can successfully distinguish malevolent paired code. The connection between them leads to iteratively improve the quality of issue arrangements additional time [28]. The molecule swarm advancement calculation used as Multitude knowledge (SI) is an arbitrary pursuit algorithm that recreates creature rummaging conduct and uses group collaboration as a fundamental segment. It very well may be considered a multi-specialist enhancement framework. MAOS). Since the particle swarm improvement calculation has a generally quick relative convergence rate in the beginning phase, it is barely noticeable the optimal arrangement in the quick hunt cycle and accordingly fall into the local ideal, so Eberhart and Shi [29] will change the inertia weight in the molecule swarm optimization calculation. We will provide proactive defences that can protect against attacks that have several vulnerabilities: on the other hand, also reactive defences that defend themselves against attacks that exploit a few vulnerabilities.

III. PROPOSED SOLUTION

We proposed a framework for the systematic evaluation of DDoS attacks in the context of Blockchain. The machine learning/deep learning models are trained on data from attacks and genuine traffic. The framework will enable the trigger for flagging white or boycotted IP addresses and identify the attacks targeting the network.

In a normal TCP connection, the first step is the TCP connection establishment which is a 3-way handshake. In a 3-way handshake, the client sends a SYN packet, the server sends a SYN+ACK packet after receiving the SYN packet. When the client receives the SYN+ACK packet, it sends an ACK packet. In the framework, three computers are used as attack computers that send TCPSYN requests from different source IP addresses targeting a victim server which is listening on port 80. This floods the server with TCPSYN requests as the Server will send SYN+ACK packet to each TCPSYN packet.

According to the framework shown in Fig.1, the raw features are fed to the ExtraTreeClassifier to obtain the important features relevant to the classification task. The classification task is a three-class classification task: Benign, UDP flood, and TCPSYN flood attacks. The important features selected from the raw dataset are illustrated in fig.2

- As shown in Fig 2, destination IP address of the victim computes shows strong correlation of almost 16% in the feature section to detect the TCP flood attack. Thus from a network attack’s point of view the traffic destined to a TCP server needs to be scrutinized based on the destination IP address. This could be achieved by employing an Intrusion detection and prevention system to monitor the source and destination IP addresses and triggering a notification if traffic flows from several source IP addresses to a particular destination address.

- The second feature is TTL (Time to Live) which is an 8-bit field in the IP packet header. As TCP traffic is sent as an IP packet, a default TTL value (255) is added to all the TCP traffic in the IP header. In the case of benign traffic the TTL value will be different as the Source computers could be located at different locations with different router hops to the victim server. In the case of an attack, the TTL values are the same as they are generated on the same network which could be used an indicator of a TCP flood attack.

- Similarly, SYN is an important feature in detecting the attack with a correlation of almost 14% as shown in Fig.2. If there are several SYN packets with different source IP addresses and same destination address, it could be an attack to the given destination IP address. As a result the server will attempt to process the attacker’s fake SYN requests and becomes unresponsive to legitimate TCP requests, preventing the completion of the handshake.

The following selected machine learning algorithms are used for the experimentation.

1) Extreme Gradient Boosting (XGBoost): Extreme Gradient Boosting (XGBoost) [30] is an efficient open-source project implementation of the gradient boosting algorithm. Gradient boosting is a class of ensemble machine learning used extensively for predictive analytics and work very well for unstructured data. In general, the ensemble is constructed from the addition of decision tree models one at a time to reduce prediction error using a gradient descent optimization algorithm. The XGBoost optimizes gradient boosting by effective parallelization, hardware optimization, and regularization. The algorithm is highly scalable with higher computational speed on memory-constrained systems.

2) Tab Transformer: [31] The Transformer is widely used for contextual modeling in Natural Language Processing (NLP). The Tab Transformer is the adaptation of the Transformer for tabular data. The Tab Transformer utilizes a sequence of multi-head attention-based Transformer layers to take input and convert it into contextual embeddings to bridge
the gap between baseline MLP and GBDT models. The highly correlated features in the same column and cross column result in an embedding vector close to euclidean distance. There is no such relationship that exists in context-free embedding. The Tab Transformer is highly robust to the random missing and noisy data.

3) Random Forest: Random Forest uses a set of decision trees selected randomly from the bootstrap sample of the training dataset. The vote is aggregated from all the decision trees, and the final score of classification is given. The classifier is efficient with a big dataset and can handle a large number of input variables. Moreover, it avoids overfitting and improves generalizations. During the forest building, it produces the estimate of unbiased generalization of error. The best experimental parameters of the classifier are: There were 120 estimators with minimum sample leaves as 1, and 120 estimators with minimum sample split as 3 were used for best classification accuracy. The Gini criterion is used to measure the quality of the split.

IV. EXPERIMENTAL ANALYSIS

A. Dataset

The dataset [32] used in this research study is comprised of two types of attacks, i.e., TCPSYN and UDP flood attacks, and the attacks are directed towards the server attached to the backbone network of the campus. The router is attached to a blockchain-based network. There are three computers used for attacking the network, and the traffic is captured using the hping3 software. The attack packets contain spoofed source IP addresses and are generated randomly that appear to the router as if the traffic is coming from various sources. In this study, we investigate the behavior of such attacks at the router and the peer-to-peer level. The traffic is captured from the router and peer-to-peer network by mirroring the traffic to the computer for storage. The saved traffic is used for further analysis and evaluation of intrusion detection systems.

B. EVALUATION CRITERIA

1) Accuracy: Accuracy is a widely used criterion for the evaluation of machine learning algorithms. Our dataset is...
Accuracy Score

<table>
<thead>
<tr>
<th>Model</th>
<th>Accuracy Score</th>
<th>Parameter Settings</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tab Transformer</td>
<td>97%</td>
<td>Embedding dimension=32, No of layers=6, attention heads=8</td>
</tr>
<tr>
<td>Random Forest</td>
<td>94.3%</td>
<td>criterion='gini', samples split=2</td>
</tr>
<tr>
<td>XGBoost</td>
<td>94.8%</td>
<td>criterion='friedman mse', loss='deviance'</td>
</tr>
</tbody>
</table>

**Parameter Settings**

- **Random Forest**
  - Embedding dimension=32, No of layers=6, attention heads=8
  - criterion='gini', samples split=2

**XGBoost**

- criterion='friedman mse', loss='deviance'

Tab Transformer is around 97% compared with XGBoost which is 94.8% and Random Forest which is 94.3%.

**Accuracy**

\[ \text{Accuracy} = \frac{(TP + TN)}{(TP + FN + FP + TN)} \]

**Precision**

\[ \text{Precision} = \frac{TP}{(TP + FP)} \]

**F1-Score**

\[ F1 = 2 \times \frac{(P \times R)}{(P + R)} \]

Where P and R represent Precision and Recall, respectively.

V. RESULTS AND VALIDATIONS

This section will discuss the performance of different machine learning algorithms on predicting DDoS attacks from benign traffic in the context of Blockchain. We analyze the traffic for DDoS attacks at the hierarchical level, firstly at the router level and then at the peer-to-peer level. The accuracy of Tab Transformer is around 97% shown in Table I. The accuracy of XGBoost and Random Forest is mostly comparable, having accuracy 94.3% and 94.8% respectively. The dataset has been labeled with three classes of TCPSYNC, UDPFLOOD, and mixed with normal traffic labeled as Benign traffic.

VI. CONCLUSION

This paper explores the performance of the current state-of-the-art machine learning models such as Tab Transformer to detect and identify DDoS attacks in the context of Blockchain networks. The performance of machine learning and deep learning approaches largely depends on selecting features for the required task. The insightful analysis of the dataset is fundamental before choosing the machine learning/deep learning model. In our case, the Tab transformer model learns the contextual information, thus showing superior performance in identifying the DDoS attacks.
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