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Abstract—Software-defined Network (SDN) is a 5G’s core technology. This provides many advantages over traditional networking by separating the controller and data planes. However, the network topology changes depend on the network configuration frequency. Therefore, it requires applying consistent network rules and providing network resilience. In this paper, provide a verification framework based on the model checking, and to ensure resilience, verify both a topology and modified topology with formal verification.
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I. INTRODUCTION

Software-defined networking (SDN) [1] is the core technology for 5G [2] and is used to connect networks of virtual machines (VMs). The 5G core network is deployed in a distributed horizontal cloud form. SDN separates the network control and forwarding functions that were originally combined, thus removing any dependency on specific hardware equipment and giving network operators more flexibility[3]. The separation of the control plane and the data plane is achieved and controlled through an interface such as OpenFlow[4]. Network functions can efficiently cope with explosive increases in traffic by appropriately distributing control functions to the central cloud and data transfer functions to the edge cloud. However, network configurations may change over time for several reasons: node failures, QoS requirements, cost savings, etc. Additionally, for the network to be resilient, it must detect network failures such as node failures quickly, and its function have to work normally based on the user’s intention. Although the network environment changes, its forwarding behavior must be ensured. Furthermore, even though the rules consistently change in an SDN environment, the rules should be consistent.

This paper presents a novel approach to the verification framework of SDN infrastructures in different environments. The objective of this paper is to present a solution to the problem that the forwarding rule must remain the same even if the network environment changes, that is, the topology changes. Although the network environment does change, the forwarding rule must still apply. This way, resilience is guaranteed. This study proposes a verification framework, and this framework is modeled using switches, hosts, and controllers. This framework creates different types of environmental topologies where modeled topology with forwarding rules applied which is part of the same network rule. This is proven using time computation tree logic (TCTL) [5] applied verification properties. In the individual modeling process, if safety, reachability, and liveness are proven in the individual modeling process, two models cannot be described as equivalent, although it appeared as ‘satisfied.’ However, the properties that include TCTL(Time computation tree logic) based on the modeled applied network forwarding rule in topologies. In the two different topologies, these are proven through two individual properties. Even it is “satisfied”, both topologies have different forwarding rules. In two different topologies, these are proven through the same properties. It said “satisfied,” both topologies have the same forwarding rules. In this study, we use a verification framework based on host, controller, and switches to create two different model topologies. It also offers TCTL properties and is verified using an UPPAAL[5] tool.

A controller rule must be applied to a changing environment based on real time. Therefore, even though the environment has changed, it has to verify that the forwarding rule is still applicable. Therefore, the contribution of this study is as follows: 1) it suggests a new formal framework for ensuring network resilience; 2) it verifies different topology environments, applies the same properties, and verifies that the behavioral result is equivalent; 3) it proposes verification properties that two topologies (SDN environment) are equivalent.

The remainder of this paper is structured as follows. In section II, some related works are reviewed. We define the proposed formal framework in Section III. Based on the network model, Section IV describes the topology modeling. In Section V, we explain the proposed properties and its verification results using the properties. Finally, we present the conclusions of the paper and discuss future research in Section VI.

II. BACKGROUND

A. Software-Defined Networking

SDN originated with OpenFlow, which was developed as a protocol for future internet infrastructure control technology [6]. However, it evolved into the SDN concept centered on the Open Networking Foundation (ONF) [7], which was established in 2011. It is now used as the core technology for 5G networks.
Figure 1 shows the SDN framework, which consists of three layers: the application layer, the control layer, and the infrastructure layer. The application layer includes network applications that can introduce new network features such as security and manageability, provide forwarding schemes, or assist the control layer in the network configuration. The application layer can provide appropriate guidance for the control layer by obtaining an abstracted global view of the network from the controllers. Examples of network applications include network management and traffic engineering; load balancing for application servers; security and network access control; network testing, debugging and verification; interdomain routing; and network virtualization. The interface between the application layer and the control layer is known as the northbound interface.

The control plane is found in the lower layer. This is involved in the programming and management of the forwarding plane. In order to achieve this, it uses information provided by the forwarding plane and defines network operations and routing. It consists of one or more software controllers communicating with forwarding network elements through a standardized interface known as a southbound interface. OpenFlow, one of the most commonly used southbound interfaces, primarily considers switches, while other SDN approaches consider other network elements such as routers. The lowest layer is the infrastructure layer, which is also referred to as the data plane. This comprises forwarding network elements. The forwarding plane is primarily responsible for forwarding data, in addition to local information monitoring and statistics collection.

![SDN architecture](image)

**Figure 1. SDN architecture**

### B. Timed Automata

A timed automaton is a tuple\((L, l_0, C, A, E, I)\), where \(L\) is a set of locations, \(l_0 \in L\) is the initial location, \(C\) is the set of clocks, \(A\) is a set of actions, co-actions and the internal transition, \(E \subseteq L \times A \times B(C) \times 2^C \times L\) is a set of edges between locations with an action, a guard a set of clocks to be reset, and \(I : L \rightarrow B(C)\) assigns invariants to locations [5]. To validate the model on timed automata, Timed Computation Tree Logic (TCTL) is used. The syntax of TCTL is as follows:

\[
\phi ::= P \mid g \mid \neg \phi \mid \phi \lor \phi \mid Z \phi \mid EX \phi \mid E[\phi U \phi] \mid A[\phi U \phi]
\]

In TCTL, \(P \in AP\) (Atomic Propositions) and \(g\) are the clock constraints. Verification attributes include reachability, safety, and liveness. Reachability is the state formula \(P\) that some reachable states can be satisfied. Safety is the property that “bad things never happen.” Liveness is the property of “good things happen someday.”

Reachability: \(E<> P\)

Safety: \(A[\] P\)

Liveness: \(A<> P\)

The reachability property, \(E<> P\), means \(P\) is eventually satisfied along the path and should be reachable using the path formula. The safety property, \(A[\] P\), shows that if \(P\) is a state formula, \(P\) should be true in all reachable states with the path formula. The liveness property, \(A<> P\), means \(P\) is eventually satisfied.

### C. Related Works

Many studies present problems and solutions for various topics related to SDN [8]-[11]. We are not the first to study formal modeling for an SDN verification.

NICE [12] is a model checking tool that uses the symbolic execution of event handlers to identify representation packets that exercise code paths on the controller. NICE detects programming errors such as no forwarding loops, no black holes, direct paths, and no forgotten packets in testing unmodified controller programs in a NOX controller.

Frenetic [13] is a high-level programming language for OpenFlow applications running on top of NOX. Frenetic allows OpenFlow application developers to express packet processing policies at a higher level than the NOX API. Frenetic also has the network language that defines the formal semantics for OpenFlow rules and improves NetCore [14] by adding a compiler.

Kazemian et al. [15] allowed the static checking of network specifications and configurations to identify important classes of failure, such as reachability failure, forwarding loops, and traffic isolation, as well as leakage problems. A framework that uses formalism, header space analysis (HSA), looks at the entire packet header as a concatenation of bits. Hassel, which is a library of HSA tools, analyzes a variety of networks and protocols. The model developed by Kazemian et al. was the starting point for the Reitblatt et al. [16] model.

Reitblatt et al. [16] developed a formal model of OpenFlow networks and proved that consistent updates preserve a large class of properties. The formal model assumed consistent network updates when transitioning between configurations. The model identified two distinct consistency levels, per-packet and per-flow, and presented general mechanisms for implementing the two levels in SDN using OpenFlow. The
verification tool, which was an implemented prototype that reduced the overhead required to perform consistent updated, checked the correctness of the controller software.

Canini et al. [17] introduced a formal model describing the interaction between the data plane and a distributed control plane that consists of a collection of fault-prone controllers. In addition, Kang et al. [18] introduced a framework in which the consistency between a specification and its implementation is checked by dead-lock detection in the parallel composition of two different CSR processes generated from two entities in different forms, one in the rule and the other in the OpenFlow table.

Xiao et al. [19] introduced the modeling and verification of SDN with multiple controllers to apply communicating sequential processes (CSP). The model checker Process Analysis Toolkit (PAT) verified that the models satisfied three properties: deadlock freeness, consistency, and fault tolerance.

Our framework differs from the others mentioned above in that network consistency and resilience are verified of properties on reachability, safety and liveness. The framework describes that it has the same forwarding rule by verifying it with the same properties in the network modeling of different topologies.

III. VERIFICATION FRAMEWORK

The formal framework in Figure 2 consists of controllers, switches, and hosts at UPPAAL modeling. Simulations can be used to confirm that the model operates as intended. In particular, the safety, reachability, and liveness at Properties of the system can be verified. As a result of this verification process, users receive either a Satisfied or Not Satisfied message. In the framework, the model and its properties are modified through feedback, and then verification is run again.

As an application of the framework, the topology is modeled with SDN components, including the hosts, controller, and switches. Furthermore, the network configuration can be changed through the alternation of the topology, depending on various network conditions such as node failure, QoS requirements, and cost reduction. Each SDN is modeled with two different topologies. The forwarding rule must be applied well, even though the network changes to a different topology. The verification properties are examined for each topology in terms of safety, liveness, and reachability. The maintenance of the forwarding rule is confirmed by verifying the same properties in different topologies. The results of “Not Satisfied” or “Satisfied” are displayed after the properties are input to UPPAAL Verify, the middle part of Figure 2. It can be confirmed that the same forwarding rule is applied if Satisfied is obtained as a result after two SDNs with different topologies are modeled and verified for the same property.

IV. TOPOLOGY MODELING

Switches can be connected in many different topologies. We start with a chain topology of two hosts and four switches in the network, as shown in Figure 3.

A. Host Modeling

The host is the starting point for a packet. Each packet in the packet starts with the address of the origin and the address of the destination. The host checks the packet reception, transmission, and transmission possibilities. The functions used for host modeling are host_init(), check_recv_packet(), check_send_packet(), recv_update(), and send_packet(), shown in Figure 4. The function host_init() initializes the host.

The function check_recv_packet() checks whether the host receives a packet. The function recv_update() initializes after receiving a packet from the host. The function send_packet() sends a packet from the host and randomly selects 3 or 4 as the DST (destination).

typedef struct {
    int host_id;
    int id;
    int src;
    int dst;
    int protocol;
    int time;
} PACKET;

Figure 2. Formal Framework

Figure 3. Host and switches in a chain topology

Figure 4. Host modeling
Packets are abstracted and contain information about the host identification, packet number, source address, destination address, protocol, and time. The flow table is abstracted to contain a switch identification, a source address, a destination address, a protocol, an action, an outport, a type, and a second outport.

B. Switch Modeling

The switch begins in an idle location in Figure 5; after a packet arrives at the switch, the packet matches the rule to the flow table's flow entry to determine the forwarding rule for the packet. The match location checks the flow table and finds a matching field. If the flow table has matching rules(match_flow_table(switch_id) == true), the packet goes to the action location. If the flow table does not have matching rules(match_flow_table(switch_id) == false), it drops the packet. Switch modeling used the switch_init(), check_recv_packet(), update_recv_packet_flag(), match_flow_table(), action_instruction(), drop_packet(), and forward_packet() functions. The function switch_init() initializes a switch and adds a flow table. The function check_recv_packet() checks whether a packet is received. update_recv_packet_flag() updates the packet reception status. match_flow_table() checks whether the received packet has a matching entry in the flow table. If the packet is not in the flow table, it is dropped, and if it is in the flow table, it is executed as the specified action. The function action_instruction() checks whether the action matched in the flow table is OUT_PORT or DROP. The function forward_packet() forwards the packet and randomly processes the path. Each host (host1, host2) and each switch (sw1, sw2, sw3, sw4) are connected as follows:

- host1 = Host(1,1,4); //Connect host1 to port4 of sw1;
- host2 = Host(2,1,5); //Connect host2 to port5 of sw1;
- sw1 = OFSW(1,2,2,MULTI,3,3); //UpLink to port 2 of sw1 and connect sw2 using multiple port;
- sw2 = OFSW(2,4,2,SINGLE,0,0); //UpLink to port 2 of sw2 and connect sw4;
- sw3 = OFSW(3,4,2, SINGLE,0,0); //UpLink to port 2 of sw3 and connect sw4;
- sw4 = OFSW(4,0,0, SINGLE,0,0); //sw4 has no uplink.

C. Changed Topology

The network topology changes depending on the network environment. For instance, the topology can change from chain (Figure 3) to diamond(Figure 6). In Figure 6, host 1 and host 2 forward the packet to sw1, then the topology is split to sw2 and sw3. The packet also is forwarded from port 2 of sw1 to port1 of sw2 in the topology. Then sw1 forwards the packet to part 1 of sw3. The packet of sw2 and sw3 is forwarded to sw4.

Each host (host1, host2) and each switch (sw1, sw2, sw3, sw4) are connected as follows:

- host1 = Host(1,1,4); //Connect host1 to port4 of sw1;
- host2 = Host(2,1,5); //Connect host2 to port5 of sw1;
- sw1 = OFSW(1,2,2,MULTI,3,3); //UpLink to port 2 of sw1 and connect sw2;
- sw2 = OFSW(2,4,2,SINGLE,0,0); //UpLink to port 2 of sw2 and connect sw4;
- sw3 = OFSW(3,4,2, SINGLE,0,0); //UpLink to port 2 of sw3 and connect sw4;
- sw4 = OFSW(4,0,0, SINGLE,0,0); //sw4 has no uplink.

V. Verification

In our study, the verification framework specifies and verifies each property with TCTL [5]. The query language in TCTL consists of path formulae and state formulae. State formulae describe individual states, whereas path formulae quantify the paths or traces of a model. Path formulae can be classified for reachability, safety, and liveness. The formal framework that we propose verifies three properties in two different topologies. And simulation was also performed as shown in Figure 7.
Reachability properties are often used to design a model to perform sanity checks and validate the basic behavior of the model [5]. They ask whether a given state formula, $P$, can be satisfied by any reachable state. Another way of stating this is: Does there exist a path starting at the initial state, such that $P$ is eventually satisfied along that path. We express that some state satisfying $P$ should be reachable using the path formula $E<>P[5]$. The following formulae verify that a packet reaches the same destination for two different topologies:

Reachability : $E<>P$

$E<> sw1.match && sw2.match && sw3.match$

Figure 8. Verification result of Reachability

Figure 8 is verification results for “Property is satisfied.” In other words, a packet $P$ on a path reaches match locations of Switch 1, 2 and 3 on each topology in order to match the rule on flow table.

$E<>host1.send && sw4.match$

B. Safety

Safety properties are based on the concept that “something bad will never happen.” In UPPAAL, this is formulated positively, e.g., something good is invariantly true. Let $P$ be a state formula. We express that $P$ should be true in all reachable states with the path formula $A[]P$, whereas $E[]P$ says that there should exist a maximal path such that $P$ is always true[3].

Safety : $A[]P$

The packets should not always be dropped.

$E[] not(sw1.drop && sw2.drop)$

Figure 9 is also verification results for “Property is satisfied.” It means that a packet $P$ on a path reaches send location of Host1 and match location of Switch 4 on each topology. This shows that whether the packet sent from Host 1 matches Switch 4.

B. Safety

Safety properties are based on the concept that “something bad will never happen.” In UPPAAL, this is formulated positively, e.g., something good is invariantly true. Let $P$ be a state formula. We express that $P$ should be true in all reachable states with the path formula $A[]P$, whereas $E[]P$ says that there should exist a maximal path such that $P$ is always true[3].

Safety : $A[]P$

The packets should not always be dropped.

$E[] not(sw1.drop && sw2.drop)$

Figure 10 shows the verification results for “Property is satisfied.” On the other words, a packet $P$ on a path should not be in the each drop locations of switches 1 and 2.
C. Liveness

Liveness properties are based on the concept that “something will eventually happen.” In its simple form, liveness is expressed with the path formula $A \rightarrow^* P$, meaning $P$ is eventually satisfied. The more useful form is the “leads to” or response property, written $P \rightarrow Q$, which is read as “whenever $P$ is satisfied, then $Q$ will eventually be satisfied.”

\[ A \rightarrow^* P, P \rightarrow Q \]

\[ A \leftrightarrow \text{not(sw1.out_port && sw1.drop)} \]

Figure 11. Verification result of Liveness

Figure 11 is also verification results for “Property is satisfied.” This means that a packet $P$ on all path could not go out_port and drop locations of Switch 1 in order to liveness property.

VI. CONCLUSION

The network in the SDN can change for various reasons, including QoS, traffic management, and energy management. Therefore, the network resilience has to be ensured because network is changed for some reason. In this paper, to verify the resilience, we proposed a new formal framework. The formal framework is divided into two parts, which are modeling and verification. The process models network topology and verifying resilience. The resilience verification process verifies reachability, safety and liveness. To verify the reachability, we checked that a packet $P$ reaches match locations of Switch 1, 2 and 3. To describe the safety, we show that a packet $P$ does not reach at drop locations of Switch 1 and 2. Finally, to confirm the liveness, we verify that a packet does not reach at out_port and drop locations of Switch 1 in order to check if a packet drops in Switch 1, the packet does not forward to next Switch. Additionally, it verifies that different topologies with the same properties both apply the forwarding rule.

For out future research, we will conduct realistic models base on the verification framework and focus on game theory applied to the SDN and NFV based on VNF’s rule verification tool.
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